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Similarity matrix of max-flow code



score on 
training data 
(2021 tick1)

score on 
holdout data 
(2023 max-flow)

Matej Urban (Trinity) 76.39 58.20

Kevin Xie (Downing) 76.46 57.39

Reuben Carolan (Churchill) 76.85 57.36

Mario Pariona Molocho (Trinity) 71.76 57.25

Wei Chuen Sin (Hughes Hall) 57.13

Leo Takashige (Trinity) 75.50 53.55

Paul DSouza (Robinson) 71.12 48.75

Ugo Obudulu (Churchill) 71.88 47.20

Katy Thackray (New Hall) 67.50 38.26

Milos Puric (Trinity) 65.41 33.97

Leonard Ong (Hughes Hall) 65.41 33.97

Elizabeth Ho (Trinity) 64.98 32.52

Dhruv Pattem (Trinity) 31.50 22.90

Max Bowman (Robinson) 0.51 1.06

George Ogden (Trinity) 76.77 0.00

















SECTION X

Optimization 
algorithms



Max-flow

Given a directed graph 𝑔 = (𝑉, 𝐸) in which each edge 𝑢 → 𝑣

has a capacity 𝑐𝑢𝑣, and given a source 𝑠 and a sink 𝑡, find a 

flow from 𝑠 to 𝑡 with maximum possible value.



1

2

3

4

import pandas
import numpy as np
df = pandas.read_csv('flownetwork_02.csv')
df

5

6

7

8

9

s,t = 0,5
V = set(df.u) | set(df.v)
b = np.where(df.u==s,1,0) - np.where(df.v==s,1,0)
A = np.row_stack([np.where(df.u==v,1,0) - np.where(df.v==v,1,0)

for v in V if v not in {s,t}])

u v capacity
0 0 1 10000
1 1 2 10000
2 2 5 10000
3 0 3 8000
4 3 2 8000
5 1 4 6000
6 4 5 6000

minimize −𝑏 ⋅ 𝑥
over 𝑥 ∈ ℝ𝑛, 0 ≤ 𝑥 ≤ capacity
such that  𝐴eq𝑥 = 𝑏eq

10

11

12

13

14

15

16

17

import scipy.optimize
res = scipy.optimize.linprog(

-b,
bounds=np.column_stack([np.zeros(len(df)), df.capacity]),
A_eq=A, b_eq=np.zeros(len(A))
)

df['flow'] = res.x



Minimum spanning tree 
Given a connected undirected graph where the 
weight of edge 𝑢 —𝑣 is 𝑐𝑢𝑣, find a spanning tree 
of minimum weight.



What other problems 
from this course can be 
written as optimization 
problems? 
as linear programs?





❖ Can I express my task 
as an optimization 
problem?

❖ … that can be solved 
with off-the-shelf 
optimizers?

❖ If I can’t, is there an 
adjacent problem 
that’s more 
amenable?





Related (and much easier) problem:

maximize σ𝑢,𝑣 𝑧𝑢 − 𝑧𝑣 log 1 − 𝑠𝑢𝑣
over 𝑧 ∈ ℝ𝑁

such that max 𝑧 − min 𝑧 = 𝑁 − 1

These are called embedding problems. We want to 
“embed” each student into some other space
– either 𝑧𝑢 ∈ ℕ, an integer embedding
– or 𝑧𝑢 ∈ ℝ, a real embedding

The hope is that if two students are similar 
(𝑠𝑢𝑣 ≈ 1) then they’ll end up with similar 
embeddings (𝑧𝑢 ≈ 𝑧𝑣).







Maths for NST B lecture 14

A right-circular cylinder of radius 𝑟 and height ℎ has 
volume 𝜋𝑟2ℎ and surface area 2𝜋𝑟2 + 2𝜋𝑟ℎ. Given the 
surface area is 𝐴, find the largest possible volume.

𝑟

ℎ



Maths for NST B lecture 14

A right-circular cylinder of radius 𝑟 and height ℎ has 
volume 𝜋𝑟2ℎ and surface area 2𝜋𝑟2 + 2𝜋𝑟ℎ. Given the 
surface area is 𝐴, find the largest possible volume.

METHOD
1. Write out the Lagrangian

ℒ 𝑟, ℎ; 𝜆 = 𝜋𝑟2ℎ − 𝜆 2𝜋𝑟2 + 2𝜋𝑟ℎ − 𝐴

2. For a given 𝜆, find 𝑟 ≥ 0 and ℎ ≥ 0 to maximize ℒ(𝑟, ℎ; 𝜆)

3. Choose 𝜆 so that these 𝑟 and ℎ satisfy the constraint

maximize 𝜋𝑟2ℎ

over 𝑟, ℎ ∈ ℝ≥0

such that 2𝜋𝑟2 + 2𝜋𝑟ℎ − A = 0
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A right-circular cylinder of radius 𝑟 and height ℎ has 
volume 𝜋𝑟2ℎ and surface area 2𝜋𝑟2 + 2𝜋𝑟ℎ. Given the 
surface area is 𝐴, find the largest possible volume.

Why does this method work?

maximize 𝜋𝑟2ℎ

over 𝑟, ℎ ∈ ℝ≥0

such that 2𝜋𝑟2 + 2𝜋𝑟ℎ − A = 0

volume 𝑟, ℎ = 𝜋𝑟2ℎ

= 𝜋𝑟2ℎ − 𝜆 Area 𝑟, ℎ − 𝐴

= ℒ 𝑟, ℎ; 𝜆

≤ max
𝑟′,ℎ′≥0

ℒ 𝑟′, ℎ′; 𝜆

= 𝜆𝐴 − 8𝜋𝜆3

METHOD
1. Write out the Lagrangian

ℒ 𝑟, ℎ; 𝜆 = 𝜋𝑟2ℎ − 𝜆 2𝜋𝑟2 + 2𝜋𝑟ℎ − 𝐴

2. For a given 𝜆, find 𝑟 ≥ 0 and ℎ ≥ 0 to maximize ℒ(𝑟, ℎ; 𝜆)

3. Choose 𝜆 so that these 𝑟 and ℎ satisfy the constraint

For every (𝑟, ℎ) such that Area 𝑟, ℎ = 𝐴, and for every 𝜆 ∈ ℝ,
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volume 𝜋𝑟2ℎ and surface area 2𝜋𝑟2 + 2𝜋𝑟ℎ. Given the 
surface area is 𝐴, find the largest possible volume.

volume 𝑟, ℎ = 𝜋𝑟2ℎ

= 𝜋𝑟2ℎ − 𝜆 Area 𝑟, ℎ − 𝐴

= ℒ 𝑟, ℎ; 𝜆

≤ max
𝑟′,ℎ′≥0

ℒ 𝑟′, ℎ′; 𝜆

= 𝜆𝐴 − 8𝜋𝜆3

For every (𝑟, ℎ) such that Area 𝑟, ℎ = 𝐴, and for every 𝜆 ∈ ℝ,

Max-flow

Given a directed graph 𝑔 in which each edge 𝑢 → 𝑣 has a 

capacity 𝑐𝑢𝑣, and given a source 𝑠 and a sink 𝑡, find a flow 

from 𝑠 to 𝑡 with maximum possible value.



The Lagrangian is

ℒ 𝑓; 𝜆 = ෍

𝑢:𝑠→𝑢

𝑓𝑠𝑢 − ෍

𝑤:𝑤→𝑠

𝑓𝑤𝑠 − ෍

𝑣≠𝑠,𝑡

𝜆𝑣 ෍

𝑢:𝑣→𝑢

𝑓𝑣𝑢 − ෍

𝑤:𝑤→𝑣

𝑓𝑤𝑣

The preceding argument (called “Lagrangian weak duality”) says that for any flow 𝑓 and for any 𝜆,

val 𝑓 ≤ max
𝑓′:0≤𝑓′≤𝐶

ℒ(𝑓′; 𝜆)



There are deep connections between 
optimization and graph algorithms

❖ Starting with the Lagrangian, it is sometimes 
possible to derive fast algorithms, called 
‘primal-dual’ algorithms

❖ Ford–Fulkerson and Kruskal are examples 
from this general family
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