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## Background of Streaming Algorithms

- The amount of data has been increased exponentially over the last years
- For many applications computational devices' memories are limited
- We need to find good (approximate) solutions without storing the entire input!

Size of data
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## - $(\varepsilon, \delta)$-approximation

For confidence parameter $\delta$ and approximation parameter $\epsilon$, the algorithm's output Output and the exact answer Exact satisfies

$$
\mathbf{P}[\text { Output } \in(1-\varepsilon, 1+\varepsilon) \cdot \text { Exact }] \geq 1-\delta
$$
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## Approximate Counting and Morris Algorithm

This could be also described as a data structure maintaining an integer $n$ and supporting two operations:

- update () : increment $n$ by 1
- query(): output $n$

Approximate Counting
An approximate counting algorithm must monitor a sequence of events. At any given time, the algorithm must output an estimate of the number of events.

Trivial (and exact) solution uses $\log _{2} n$ space. Can we do better?

Morris Algorithm
1: $X \leftarrow 0$
2: While update()
3: $\quad$ With probability $2^{-X}$ set $X \leftarrow X+1$
4: Return $2^{X}-1$
Intuition: $X$ will be an approximation of $\log _{2} n$ (that is, we try to approximate the number of bits of $n$ in binary)
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$$
\begin{aligned}
\mathbf{V}\left[\Theta_{n}\right] & =\mathbf{V}\left[2^{x_{n}}\right]=\mathbf{E}\left[2^{2 \cdot x_{n}}\right]-\left(\mathbf{E}\left[2^{x_{n}}\right]\right)^{2} \\
& =\frac{3}{2} n^{2}+\frac{3}{2} n+1-(n+1)^{2}=\frac{n^{2}-n}{2}
\end{aligned}
$$

- Using Chebysheff's inequality, This failure probability (estimate) is at least $\frac{1}{2}$ ©

$$
\mathbf{P}\left[\left|\Theta_{n}-n\right| \geq \epsilon \cdot n\right] \leq \frac{\mathbf{V}\left[\Theta_{n}\right]}{\epsilon^{2} \cdot n^{2}} \leq \frac{\frac{n^{2}}{2}}{\epsilon^{2} \cdot n^{2}}=\frac{1}{2 \epsilon^{2}}
$$
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Improved Morris Algorithm(G)
1: Let $\Theta^{1}, \Theta^{2}, \ldots, \Theta^{k}$ be $k$ independent instances of MORRIS
2: Return $\bar{\Theta}:=\frac{1}{k} \sum_{i=1}^{k} \Theta^{i}$

- Clearly, $\mathbf{E}[\bar{\Theta}]=n$. For the variance,

$$
\mathbf{v}[\bar{\Theta}]=\frac{1}{k^{2}} \cdot \mathbf{v}\left[\sum_{i=1}^{k} \Theta^{i}\right]=\frac{1}{k} \cdot \mathbf{v}\left[\Theta^{1}\right] \leq \frac{1}{k} \cdot \frac{n^{2}}{2}
$$

- Hence using Chebyshev,

$$
\mathbf{P}[|\bar{\Theta}-n| \geq \epsilon \cdot n] \leq \frac{1}{2 k \epsilon^{2}} .
$$

Conclusion
For any $\varepsilon, \delta<1$, the Improved Morris Alg. with $k \geq \frac{1}{2 \epsilon^{2} \delta}$ satisfies:

$$
\mathbf{P}[|\bar{\Theta}-n| \leq \epsilon \cdot n] \geq 1-\delta .
$$

## Simulation



A run of Morris's algorithm on $n=1024$ data points
(source: http://gregorygundersen.com/blog/2019/11/11/morris-algorithm/)
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- $F_{1}=$ total number of items in stream $\mathcal{S}$.
- $F_{0}=$ total number of distinct items in stream $\mathcal{S}$.

Alon, Matias, and Szegedy (1996) presented a systematical study for approximating frequency moments.

- $F_{0}, F_{1}, F_{2}$ can be approximated in space logarithmic in $n$ and $|\mathcal{S}|$.
- Approximating $F_{p}$ for $p \geq 6$ requires $n^{\Omega(1)}$ space.
- The paper won 2005 Gödel Award for "their foundational contribution to streaming algorithms".
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Theorem (Fact)
Let $n$ be a prime number, and let $h_{a, b}(x)=(a x+b) \bmod n$. Define

$$
H=\left\{h_{a, b} \mid 0 \leq a, b \leq n-1\right\} .
$$

Then $H$ is a family of pairwise independent hash functions.
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\rho(x):=\max _{i \geq 0}\left\{i: x \bmod 2^{i}=0\right\}
$$

which is the number of consecutive 0's among the lowest bits of $x$.

$$
\text { Example: } \rho(2)=1, \rho(3)=0, \rho(4)=2, \rho(8)=3, \rho(16)=4, \rho(17)=0
$$

Observation. Since $h(x)$ is uniformly distributed over [ $n$ ], the following holds:

- with probability $1 / 2$, we have $\rho(h(x)) \geq 1$
- with probability $1 / 4$, we have $\rho(h(x)) \geq 2$
- with probability $1 / 8$, we have $\rho(h(x)) \geq 3$
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Since $n$ is not a power of 2 , this probability is in fact equal to $\frac{\left\lfloor n / 2^{r}\right\rfloor}{n} \approx 1 / 2^{r}-o(1)$.
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## The AMS Algorithm

## AMS Algorithm

1: Choose a random hash function $h:[n] \rightarrow[n]$
2: $Z \leftarrow 0$
3: while item $x$ from stream $\mathcal{S}$ arrives
4:

```
    if \(\rho(h(x))>Z\) then \(Z \leftarrow \rho(h(x))\)
return \(2^{z+1 / 2}\)
```

$Z \leftarrow \max \{Z, \rho(h(x))\}$

Analysis of AMS Algorithm
With constant probability $>0$, the algorithm's output satisfies

$$
2^{Z+1 / 2} \in\left[F_{0} / 3,3 \cdot F_{0}\right] .
$$

We get an $(O(1), \delta)$-approximation of $F_{0}$ by running $\Theta(\log (1 / \delta))$ independent copies of the algorithm and returning the median.

Recall $(\varepsilon, \delta)$-approximation:
$\mathbf{P}[$ Output $\in(1-\varepsilon, 1+\varepsilon)$. Exact $] \geq 1-\delta$
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\mathcal{S}=(25,76,14,51,25,14,76,76,3,51,96,14,67,3,15,25,2,76,14,71)
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| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
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| 76 | 23 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 0 |
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- Assume $n=101$ (which is prime)
- The hash function is $h(x)=(a x+b) \bmod n$ with $a=28, b=16$
- The data stream is:

$$
\mathcal{S}=(25,76,14,51,25,14,76,76,3,51,96,14,67,3,15,25,2,76,14,71)
$$

- $F_{0}=10$, as the following numbers appeared: $\{2,3,14,15,25,51,67,71,76,96\}$

| $x$ | $h(x)$ | Binary Representation |  |  |  |  |  |  | $\rho(h(x))$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 72 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 3 |
| 3 | 100 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 2 |
| 14 | 4 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 2 |
| 15 | 32 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 5 |
| 25 | 9 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 |
| 51 | 30 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 1 |
| 67 | 74 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 1 |
| 71 | 85 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
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## Final Remarks

- Durand and Flajolet (2003) proposed the LoGLOG algorithm for estimating $F_{0}$
- Their algorithm condenses the whole of Shakespeare's works to a table of 256 "small bytes" of 4 bits each
- The estimate of the number of distinct words is $\widetilde{F_{0}}=30897$, while the true answer is $F_{0}=28239$, which represents a relative error $+9.4 \%$.
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Sampling techniques are usually non-applicable in the turnstile model.
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Hence, we can $(\varepsilon, \delta)$-approximate $F_{2}$, by running multiple copies of the algorithm in parallel and return the average value.
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Algorithm to approximate $F_{2}$ (details)
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## Analysis

With constant probability, the returned value of the algorithm lies in (1$\varepsilon, 1+\varepsilon) \cdot F_{2}$. Moreover, the space complexity is $O\left(\left(1 / \varepsilon^{2}\right) \log n\right)$ bits.
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