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About me
• Research interests:

– Dense prediction tasks
– Efficient model training
– Self-supervise/unsupervised training
– Robust models in the wild
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Content
• The power of large model
– Increased model size
– Increased labeled training dataset
– Multimodality

• Efficient model training
– Knowledge distillation
– Network pruning/ Quantization
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Deep Learning is Changing Our Lives

Autonomous
Driving



Deep Learning is Changing Our Lives

AL diagnosis Smart Manufacturing Agritech
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Models are getting larger
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Largest Model in the World
• Human has 86 billion neurons
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Easier for NLP:
• Nearly unlimited training data
• Unsupervised training
Application:
• Content creation
• Text generation
• Program generation and analysis
• App and layout tools
• …



HTML layout generator
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Writing poetry
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Until my fingers bleed,
I ram into my stone,
to free what must be freed
I smash a tiny hole alone.
Your fingers touch my fingers.
Your mouth comes near my ear
Your whisper clear it linger
A voice once lost, a voice I hear
“I started off believing
that all inside was black,
But as our hands are glued
Our love comes flooding back.”
and all my tiny crevices
are flooded once again.

I started off believing
That all inside was black,
But as my ear is glued
My love comes flooding back.
We’re all full of crevices
Where curious things can hide.
And every time I find
A crack to look inside,
I put my ear against it
and what I hear is you.
I try to dig in closer
to pull you from that place.
The further in I go,
the louder is your face.



Problem of large model size
• $100 million to reproduce the experiments
• Carbon emission during training
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Problem of large model size
• Hard to inference on mobile devices
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Increased labeled training dataset
• For computer vision tasks:
– Image annotations require huge human efforts

• E.g. Labeling one semantic segmentation map on
Cityscapes requires 90 mins

• E.g. The ImageNet dataset, one of the largest efforts in 
this space, required over 25,000 workers to annotate 
14 million images for 22,000 object categories.
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Classification
• Resnet50 on ImageNet: 76%
• ResNet-50 Billion-scale SSL: 81.2%
• 3.5B labeled Instagram
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Classification
• EfficientNet-L2 on ImageNet: 85.5%
• EfficientNet-L2 with Pseudo Labels: 90.2%
• 300M unlabeled JFT
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Collecting mixed in-the-wild data
• Collect multi-source data and distinguish them
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Collecting mixed in-the-wild data
• Low-quality but diverse disparity from web stereo images
• High-quality depth from Lidar or Laser sensor
• Middle-quality depth from calibrated stereo camera data
• Week-annotated but strong-geometric data, such as instance planes
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Training on merged datasets

20Virtual Normal: Enforcing Geometric Constraints for Accurate and Robust Depth Prediction, Yin et al, TPAMII, 2021



Cityscapes
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Increased labeled training dataset
• For computer vision tasks:

– Different taxonomies among different dataset
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COCO Pascal VOC



MSeg: A Composite Dataset for Multi-
domain Semantic Segmentation

• A composite dataset that unifies semantic 
segmentation datasets from different 
domains.

• Reconcile the taxonomies, merging and 
splitting classes to arrive at a unified 
taxonomy with 194 categories. 
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Mseg
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Training on merged datasets

25MSeg: A Composite Dataset for Multi-domain Semantic Segmentation, Lambert et al. , CVPR2021
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Multimodality
• CLIP: Connecting Text and Images

– learn visual concepts from natural language 
supervision

– Small model, easy to use, hard to train
– trains on 256 GPUs for 2 weeks
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Training CLIP
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Inference CLIP
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Multimodality
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Multimodality
• DALL·E: Creating Images from Text
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