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Mycin: Is Meningitis a hospital acquired illness?
Doctor: why?
Mycin: [2.0] this will aid in determining the orgamisms that might be causing the 
infection
It has already established
[2.1] the infection that requires therapy is meningitis
[2.2] organisms were not seen on the stain of this pending csf culture
[2.3] the type of infection is bacterial
[2.4] neurosurgery is not one of the relevant items of patient 100
[2.5] the age of patient 100 is greater than 25
therefore if [2.6] the infection was acquired while the patient was in hospital then 
there is evidence that the organisms that might be causing the infection are E 
coli(0.75) staphylococcus-coag-pos(0.3) pseudomonas-aeruginosa(0.3)
klebsiella-pneumoniae(0.5)
Doctor: How 2.3
Mycin: The following rules concluded about the likelihood that the type of the 
infection is bacterial:
[2.7] RULE148 (0.19)
[2.8] RULE500 (0.51)
[2.9] RULE501 (0.95)
[3.0] RULE502 (0.97)
[3.1] RULE526 (0.98)
[3.2] RULE504 (0.97)
[3.3] RULE524 (0.98)
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(a) Husky classified as wolf (b) Explanation

Figure 11: Raw data and explanation of a bad

model’s prediction in the “Husky vs Wolf” task.

Before After

Trusted the bad model 10 out of 27 3 out of 27
Snow as a potential feature 12 out of 27 25 out of 27

Table 2: “Husky vs Wolf” experiment results.

to work well in the real world, (2) why, and (3) how do
they think the algorithm is able to distinguish between these
photos of wolves and huskies. After getting these responses,
we show the same images with the associated explanations,
such as in Figure 11b, and ask the same questions.

Since this task requires some familiarity with the notion of
spurious correlations and generalization, the set of subjects
for this experiment were graduate students who have taken at
least one graduate machine learning course. After gathering
the responses, we had 3 independent evaluators read their
reasoning and determine if each subject mentioned snow,
background, or equivalent as a feature the model may be
using. We pick the majority to decide whether the subject
was correct about the insight, and report these numbers
before and after showing the explanations in Table 2.
Before observing the explanations, more than a third

trusted the classifier, and a little less than half mentioned
the snow pattern as something the neural network was using
– although all speculated on other patterns. After examining
the explanations, however, almost all of the subjects identi-
fied the correct insight, with much more certainty that it was
a determining factor. Further, the trust in the classifier also
dropped substantially. Although our sample size is small,
this experiment demonstrates the utility of explaining indi-
vidual predictions for getting insights into classifiers knowing
when not to trust them and why.

7. RELATED WORK
The problems with relying on validation set accuracy as

the primary measure of trust have been well studied. Practi-
tioners consistently overestimate their model’s accuracy [21],
propagate feedback loops [23], or fail to notice data leaks [14].
In order to address these issues, researchers have proposed
tools like Gestalt [20] and Modeltracker [1], which help users
navigate individual instances. These tools are complemen-
tary to LIME in terms of explaining models, since they do
not address the problem of explaining individual predictions.
Further, our submodular pick procedure can be incorporated
in such tools to aid users in navigating larger datasets.
Some recent work aims to anticipate failures in machine

learning, specifically for vision tasks [3, 29]. Letting users
know when the systems are likely to fail can lead to an
increase in trust, by avoiding “silly mistakes” [8]. These
solutions either require additional annotations and feature
engineering that is specific to vision tasks or do not provide
insight into why a decision should not be trusted. Further-
more, they assume that the current evaluation metrics are
reliable, which may not be the case if problems such as data
leakage are present. Other recent work [11] focuses on ex-
posing users to di↵erent kinds of mistakes (our pick step).
Interestingly, the subjects in their study did not notice the
serious problems in the 20 newsgroups data even after look-
ing at many mistakes, suggesting that examining raw data
is not su�cient. Note that (author?) [11] are not alone in
this regard, many researchers in the field have unwittingly
published classifiers that would not generalize for this task.
Using LIME, we show that even non-experts are able to
identify these irregularities when explanations are present.
Further, LIME can complement these existing systems, and
allow users to assess trust even when a prediction seems
“correct” but is made for the wrong reasons.

Recognizing the utility of explanations in assessing trust,
many have proposed using interpretable models [27], espe-
cially for the medical domain [6, 17, 26]. While such models
may be appropriate for some domains, they may not apply
equally well to others (e.g. a supersparse linear model [26]
with 5� 10 features is unsuitable for text applications). In-
terpretability, in these cases, comes at the cost of flexibility,
accuracy, or e�ciency. For text, EluciDebug [16] is a full
human-in-the-loop system that shares many of our goals
(interpretability, faithfulness, etc). However, they focus on
an already interpretable model (Naive Bayes). In computer
vision, systems that rely on object detection to produce
candidate alignments [13] or attention [28] are able to pro-
duce explanations for their predictions. These are, however,
constrained to specific neural network architectures or inca-
pable of detecting “non object” parts of the images. Here we
focus on general, model-agnostic explanations that can be
applied to any classifier or regressor that is appropriate for
the domain - even ones that are yet to be proposed.

A common approach to model-agnostic explanation is learn-
ing a potentially interpretable model on the predictions of
the original model [2, 7, 22]. Having the explanation be a
gradient vector [2] captures a similar locality intuition to
that of LIME. However, interpreting the coe�cients on the
gradient is di�cult, particularly for confident predictions
(where gradient is near zero). Further, these explanations ap-
proximate the original model globally, thus maintaining local
fidelity becomes a significant challenge, as our experiments
demonstrate. In contrast, LIME solves the much more feasi-
ble task of finding a model that approximates the original
model locally. The idea of perturbing inputs for explanations
has been explored before [24], where the authors focus on
learning a specific contribution model, as opposed to our
general framework. None of these approaches explicitly take
cognitive limitations into account, and thus may produce
non-interpretable explanations, such as a gradients or linear
models with thousands of non-zero weights. The problem
becomes worse if the original features are nonsensical to
humans (e.g. word embeddings). In contrast, LIME incor-
porates interpretability both in the optimization and in our
notion of interpretable representation, such that domain and
task specific interpretability criteria can be accommodated.
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[Lim and Dey CHI 2009] [Bellotti and Edwards HCI 2001]

Btw, AI ≠ automation



[Stumpf et al. IJHCS 2009, Kulesza et al. TiiS11, Kulesza et al. CHI 
2012, Das et al. AI 2013, Kulesza et al. IUI 2015]

Explanation

Feedback/Control

Future 
improved 
behaviour

Improved mental 
model,

satisfaction
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[Kulesza et al. IUI 2015]
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Horizontal (yellow) and vertical (orange) head 
movements, stopping (white), and walking slowly 

(red) and at a normal pace (blue). Enhanced group 
participants’ journeys are outlined in black.
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[Eiband et al. IUI 2018]

Expert  
Mental Model 

User  
Mental Model 

Target  
Mental Model 

Iterative 
Prototyping Evaluation 

What happens to 
the best of our 
knowledge?  

What can be 
explained?  

What does an 
expert mental 
model of the 
system look like? 

How do users 
currently make 
sense of the 
system?  

What is the user 
mental model of the 
system based on its 
current UI?  

How does it differ 
from the expert 
mental model? 

WHAT to explain? HOW to explain?? 

Which key 
components of the 
algorithm do users 
want to be made 
transparent in  
the UI?  

To what extent are 
users actually 
interested in the 
rationale behind the 
algorithm? 

How can the  target 
mental model be 
reached through UI 
design?  

How and where can 
transparency be 
integrated into the 
UI of the system? 

How has the user 
mental model 
developed?  

Has the target 
mental model been 
reached? 

Employees & 
Transparency Team 

Users & 
Transparency Team 

Users & 
Transparency Team 

Employees & 
Transparency Team 

Users & 
Transparency Team 

− Workshops 
− Interviews 

− Online surveys [28] 
− Hypothetical 

scenarios [25] 
− Semi-structured 

interviews 
− Data collection in 

problem-solving 
tasks [32] 

− Drawing tasks  
[8, 18] 

− In-depth interviews  
− Focus groups 
− Hypothetical 

scenarios [25] 
− Card sorting [47] 

− Focus groups, 
workshops and 
brainstorming 
sessions  

− Design guidelines 
/best practices 

− Low and high 
fidelity prototyping 

− Interviews [7] 
− Data collection in 

problem-solving 
tasks [32] 

− Hypothetical 
scenarios [22] 

− Think-Aloud [31] 
− Questionnaire [21] 

Figure 1. Our stage-based participatory design process for the integration of transparency in intelligent systems. The first three stages focus on what to
explain in the system (content of an explanation) the last two on how to explain (presentation format). The stages are each guided by central underlying
questions and involve different stakeholders. We also suggest exemplary methods for each stage that are either established in participatory design or
have been used in prior work on eliciting and improving mental models.

Each stage may involve several stakeholders: members of
the team responsible for the integration of transparency, other
members of the company, and different user groups. We will
distinguish between these stakeholders as transparency team,
employees and users in the remainder of this section.

We will furthermore refer to central aspects of the algorithm,
be it input items, output items, the relation between those
items, or calculation steps, as key components of the algorithm.

Complementary material as to the application of the process
in the Freeletics project can be found under the following link:
medien.ifi.lmu.de/team/malin.eiband/transparencydesign.

What to Explain: (A) Expert Mental Model
The first stage serves two purposes: (1) The transparency team
acquires knowledge about the system logic through communi-
cation and exchange with employees. (2) From this knowledge,
the transparency team extracts the key components used in the
calculation of the algorithm to build what we call an expert
mental model, a hypothetical version of a user mental model
that includes all key components. This is likely to require a

certain level of abstraction from the system logic, and may
take into account intellectual property protection.

Guiding Questions
What happens to the best of our knowledge? What can be
explained? What does an expert mental model of the system
look like?

Why is this Important?
The expert mental model serves as a reference for eliciting
users’ mental models in the next stages.

Outcome
The outcome of this stage should be twofold: (1) A shared
understanding of the data collection and processing methods
in place among all members of the transparency team, as well
as a common language when talking about the algorithms. (2)
An expert mental model that specifies all key components used
by the algorithm, as far as possible.

Exemplary Methods
– Workshops with employees (approach taken)
– Interviews with employees

Session 3A: XAI: Explainable IUIs IUI 2018, March 7–11, 2018, Tokyo, Japan
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From the AI research perspective, a recent review by Nunes 
and Jannach summarized several purposes for explanations 
[81]. Explanations are provided to support transparency, 
where users can see some aspects of the inner state or 
functionality of the AI system. When AI is used as a 
decision aid, users would seek to use explanations to 
improve their decision making. If the system behaved 
unexpectedly or erroneously, users would want 
explanations for scrutability and debugging to be able to 
identify the offending fault and take control to make 
corrections. Indeed, this goal is important and has been well 
studied regarding user models [7, 48] and debugging 
intelligent agents [59]. Finally, explanations are often 
proposed to improve trust in the system and specifically 
moderate trust to an appropriate level [8, 15, 68].  

4.1.2 Inquiry and Reasoning. With the various goals of 
explanations, the user would then seek to find causes or 
generalize their knowledge and reason about the 
information or explanations received. Pierce defined three 
kinds of inferences [83]: deduction, induction, and 
abduction. Deductive reasoning “top-down logic” is the 

process of reasoning from premises to a conclusion. 
Inductive reasoning “bottom-up logic” is the reverse 
process of reasoning from a single observation or instance 
to a probable explanation or generalization. Abductive 
reasoning is also the reverse of deductive reasoning and 
reasons from an observation to the most likely explanation. 
This is also known as “inference to the best explanation”. It 
is more selective than inductive reasoning, since it 
prioritizes hypotheses. 

Popper combined these reasoning forms into the 
Hypothetico-Deductive model as a description of the 
scientific method [5, 84, 107]. The model describes the steps 
of inquiry as (1) observe and identify a new problem, (2) 
form a hypothesis as induction from observations, (3) 
deduce consequent predictions from the hypotheses, and 
(4) test (run experiments) or look for (or fail to find) further
observations that falsify the hypotheses. It is commonly
used and taught in medical reasoning [20, 28, 82].

Finally, analogical reasoning as the process of reasoning 
from one instance to another. It is a weak form of inductive 
reasoning since only one instance is considered instead of 

Figure 2. Conceptual framework for Reasoned Explanations that describes how human reasoning processes (left) informs
XAI techniques (right). Points describe different theories of reasoning, XAI techniques, and strategies for designing XAI. Arrows indicate
pathway connections: red arrows for how theories of human reasoning inform XAI features, and grey for inter-relations between different 
reasoning processes and associations between XAI features. Only some example pathways are shown. For example, hypothetico-deductive 
reasoning can be interfered by System 1 thinking and cause confirmation bias (grey arrow). Confirmation bias can be mitigated (follow
the red line) by presenting information about the prior probability or input attributions. Next, we can see that input attributions can be 
implemented as lists and visualized using tornado plots (follow the grey line). We identified many pathways but show only a few for
brevity. 
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“Appropriate trust”



Physical system Structure

PeopleTask
What does it do? Who is the user?

What is the purpose?How does it work?
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[Stumpf et al. TiiS forthcoming][Sawal New Scientist 21/04/2021]
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