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Topic 1 Foundation

•
Adm

inistrivia
•

Netw
orks

•
Channels

•
M

ultiplexing
•

Perform
ance: loss, delay, throughput
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Course Adm
inistration

Com
m

only Available Texts
!

Com
puter Netw

orks: A System
s Approach

Peterson and Davie
https://book.system

sapproach.org
https://github.com

/System
sApproach/book

!
C

om
puter N

etw
orking : Principles, Protocols and Practice

O
livier Bonaventure (and friends)

Less G
itHub but m

ore practical exercises
https://w

w
w

.com
puter-netw

orking.info/
Version 3

draft(U
CAM

accessonly)

O
thertextbooks are

available.
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Thanks
•

Slides are a fusion of m
aterial from

to Stephen Strow
es, Tilm

an W
olf &

 M
ike Zink, A

shish 
Padalkar

, Evangelia Kalyvianaki, Brad Sm
ith, Ian Leslie, 

Richard Black, Jim
 Kurose, Keith Ross, Larry Peterson, Bruce 

D
avie, Jen Rexford, Ion Stoica, Vern Paxson, Scott Shenker, 

Frank Kelly, Stefan Savage, Jon Crow
croft , M

ark H
andley,  

Sylvia Ratnasam
y, A

dam
 G

reenhalgh, and A
nastasia 

Courtney.
•

Supervision m
aterial is draw

n from
Stephen Kell, A

ndy Rice, and the TA
 team

s of 144 and 168
•

Finally
thanks to the fantastic past Part 1b students 

and Andrew
 Rice for all the trem

endous feedback.
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W
hat is a netw

ork?

•
A system

 of “links” that interconnect “nodes” 
in order to m

ove “inform
ation” betw

een nodes

•
Yes, this is all rather abstract
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W
hat is a netw

ork?

•
W

e also talk about

or

or even

•
Yes, abstract, vague, and under-defined…

.6

There are m
any

different types
of netw

orks

•
Internet

•
Telephone netw

ork 
•

Transportation netw
orks

•
Cellular netw

orks
•

Supervisory control and data acquisition netw
orks

•
Optical netw

orks
•

Sensor netw
orks

W
e w

ill focus alm
ost exclusively on the Internet
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The Internet has 
transform

ed everything
•

The w
ay w

e do business
–

E
-com

m
erce, advertising, cloud-com

puting
•

The w
ay w

e have relationships
–

Facebook friends, E
-m

ail, IM
, virtual w

orlds
•

The w
ay w

e learn
–

W
ikipedia, search engines

•
The w

ay w
e govern and view

 law
–

E
-voting, censorship, copyright, cyber-attacks
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The Internet
transform

s everything
•

The w
ay w

e do business
–

E-com
m

erce, advertising, cloud-com
puting

•
The w

ay w
e have relationships

–
Facebook friends, E-m

ail, IM
, virtual w

orlds
•

The w
ay w

e learn
–

W
ikipedia, search engines

•
The w

ay w
e govern and view

 law
–

E-voting, censorship, copyright, cyber-attacks

Taking the dissem
ination of inform

ation to the next level
9

The Internet is big business

•
M

any large and influential netw
orking com

panies
–

H
uaw

ei, B
roadcom

, AT&
T, Verizon, A

kam
ai, C

isco, …
–

$132B
+ industry (carrier and enterprise alone)

•
N

etw
orking central to m

ost technology com
panies 

–
A

pple, G
oogle, Facebook, Intel, A

m
azon, V

M
w

are, …
 11

But w
hy is the Internet interesting?

“W
hat’s your form

al m
odel for the Internet?”--theorists 

“A
ren’t you just w

riting softw
are for netw

orks”–
hackers

“You don’t have perform
ance benchm

arks???” –
hardw

are folks

“Isn’t it just another netw
ork?” –

old tim
ers at B

T 

“W
hat’s w

ith all these TLA protocols?”–
all

“B
ut the Internet seem

s to be w
orking…

” –
m

y m
other
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A few
 defining characteristics

of the Internet
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ISP A
user

ISP B
ISP C

user

Tied together by IP --the “Internet Protocol” : a single com
m

on 
interface betw

een users and the netw
ork and betw

een netw
orks

A federated system

•
The Internet ties together different netw

orks
–

>20,000 IS
P

 netw
orks (the definition is fuzzy) 

Internet

14



A federated system

•
A single, com

m
on interface is great for interoperability…

 
•

…
but tricky for business 

•
W

hy does this m
atter? 

–
ease of interoperability is the Internet’s m

ost im
portant goal 

–
practical realities of incentives, econom

ics and real-w
orld trust, 

drive topology, route selection and service evolution

"
The Internet ties together different netw

orks
"

>20,000 IS
P

 netw
orks 
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Trem
endous scale

(2020 num
bers –

so som
e ‘w

eird’)
•

4.57 B
illion

users (58%
 of w

orld population)
•

1.8 B
illion w

eb sites
–

34.5%
 of w

hich are pow
ered by the W

ordP
ress!

•
4.88 B

illion sm
artphones (45.4%

 of population)
•

500 M
illion Tw

eets a day
•

100 B
illion W

hatsA
pp m

essages per day
•

1 B
illion

hours of YouTube video w
atched per day

•
500 hours of Youtube

video added per m
inute

•
2+ billion TikTok

installs 
•

60%
 video stream

ing 
–

12.5%
 of the Internet traffic is native N

etflix
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“Internet Scale” refers to such system
s

E
norm

ous diversity and 
dynam

ic range 
•

C
om

m
unication latency: m

icroseconds to seconds (10
6)

•
B

andw
idth: 1K

bits/second to 400 G
igabits/second (10

7)
•

P
acket loss: 0 –

90%

•
Technology: optical, w

ireless, satellite, copper

•
E

ndpoint devices: from
 sensors and cell phones to 

datacenters and supercom
puters

•
A

pplications: social netw
orking, file transfer, skype,

live TV, gam
ing, rem

ote m
edicine, backup, IM

•
U

sers: the governing, governed, operators, m
alicious, 

naïve, savvy, em
barrassed, paranoid, addicted, cheap …

 18

C
onstant Evolution

1970s: 
•

56kilobits/second “backbone” links
•

<100 com
puters, a handful of sites in the U

S
 (and one U

K
)

•
Telnet and file transfer are the “killer” applications

Today
•

400+G
igabits/second backbone links

•
40B

+ devices, all over the globe
–

27B
+ IoT devices alone

19

Asynchronous O
peration

•
Fundam

ental constraint: speed of light

•
C

onsider: 
–

H
ow

 m
any cycles does your 3G

H
z C

P
U

 in C
am

bridge 
execute before it can possibly get a response from

 a 
m

essage it sends to a server in P
alo A

lto?
•

C
am

bridge to P
alo A

lto: 8,609 km
•

Traveling at 300,000 km
/s: 28.70 m

illiseconds
•

T
hen back to C

am
bridge: 2 x 28.70 = 57.39 m

illiseconds  
•

3,000,000,000 cycles/sec * 0.05739 = 172,179,999 cycles!

•
Thus, com

m
unication feedback is alw

ays dated

20



Prone to Failure

•
To send a m

essage,all com
ponents along a path m

ust 
function correctly
–

softw
are, w

ireless access point, firew
all, links, netw

ork 
interface cards, sw

itches,…
–

Including
hum

an operators

•
C

onsider: 50 com
ponents, that w

ork correctly 99%
 of 

tim
e #

39.5%
 chance com

m
unication w

ill fail 

•
Plus, recall
–

scale #
lots of com

ponents
–

asynchrony #
takes a long tim

e to hear (bad) new
s

–
federation (internet) #

hard to identify fault or assign blam
e21

R
ecap: The Internet is…

•
A com

plex federation 
•

O
f enorm

ous scale 
•

D
ynam

ic range 
•

D
iversity

•
C

onstantly evolving
•

Asynchronous in operation
•

Failure prone
•

C
onstrained by w

hat’s practical to engineer
•

Too com
plex for (sim

ple) theoretical m
odels

•
“W

orking code” doesn’t m
ean m

uch 
•

Perform
ance benchm

arks are too narrow
22

An Engineered System

•
C

onstrained by w
hat technology is practical

–
Link bandw

idths 
–

S
w

itch port counts
–

B
it error rates 

–
C

ost
–

…

23

N
odes and Links

A
B

C
hannels = Links

Peer entities = N
odes

24

Properties of Links (C
hannels)

•
B

andw
idth (capacity): “w

idth” of the links
–

num
ber of bits sent (or received) per unit tim

e (bits/sec or bps)

•
Latency (delay): “length” of the link
–

propagation tim
e for data to travel along the link (seconds)

•
B

andw
idth-D

elay P
roduct (B

D
P

): “volum
e” of the link

–
am

ount of data that can be “in flight” at any tim
e

–
propagation delay ×

bits/tim
e = total bits in link

bandw
idth

Latency

delay x bandw
idth

25

Exam
ples of Bandw

idth-D
elay

•
Sam

e city over a slow
 link: 

–
BW

~100M
bps

–
Latency~10m

sec
–

BDP ~ 10
6bits ~ 125KBytes

•
Cross-Atlantic over fast link:
–

BW
~10Gbps

–
Latency~100m

sec
–

BDP ~ 10
9bits ~ 125M

Bytes

26

•
Intra Datacenter: 
–

BW
~100Gbps

–
Latency~30usec

–
BDP ~ 10

6bits ~ 375KBytes

•
Intra Host:
–

BW
~100Gbps 

–
Latency~16nsec

–
BDP ~ 1600bits ~ 200Bytes



tim
e=0

P
acket D

elay
S

ending a 100B
  packet from

 A to B
?

A
B

100Byte packet

Tim
e

1M
bps, 1m

s 

Tim
e to transm

it 
one bit = 1/10

6s
Tim

e to transm
it 

800 bits=800x1/10
6s

Tim
e w

hen that
bit reaches B

= 1/10
6+1/10

3s

The last bit 
reaches B at 

(800x1/10
6)+1/10

3s
= 1.8m

s
P

acket D
elay = Transm

ission D
elay + P

ropagation D
elay

P
acket D

elay = 
(P

acket S
ize ÷

Link B
andw

idth) + Link Latency
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P
acket D

elay
S

ending a 100B
 packet from

 A to B
?

A
B

100Byte packet

Tim
e

1M
bps, 1m

s 
1G

bps, 1m
s?

The last bit 
reaches B at 

(800x1/10
6)+1/10

3s
= 1.8m

s

1G
B

 file in 100B
 packets

The last bit 
reaches B at 

(800x1/10
9)+1/10

3s
= 1.0008m

s

The last bit in the file 
reaches B at 

(10
7x800x1/10

9)+1/10
3s

= 8001m
s

10
7x 100B packets
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P
acket D

elay: The “pipe” view
S

ending 100B
 packets from

 A to B
?

A
B

100Byte packet

Tim
e

1M
bps, 10m

s 

100Byte packet

100Byte packet

time 
#

BW # Packet Transm
ission

Tim
e
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P
acket D

elay: The “pipe” view
S

ending 100B
 packets from

 A to B
?

1M
bps, 10m

s (BD
P=10,000) 

time 
#

BW #

10M
bps, 1m

s (BD
P=10,000) 

time 
#

BW #
1M

bps, 5m
s (BD

P=5,000) 

time 
#

BW #
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P
acket D

elay: The “pipe” view
S

ending 100B
 packets from

 A to B
?

1M
bps, 10m

s (BD
P=10,000) 

time 
#

BW #

W
hat if w

e used 200B
yte packets??

1M
bps, 10m

s (BD
P=10,000) 

time 
#

BW #
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R
ecall N

odes and Links

A
B

32



W
hat if w

e have m
ore nodes?

O
ne link for every node?

N
eed a scalable

w
ay to interconnect nodes

33

Solution: A sw
itched netw

ork

Nodes share
netw

ork link resources

How
 is this sharing im

plem
ented?

34

Tw
o form

s of sw
itched netw

orks

•
C

ircuit sw
itching (used in the P

O
TS: Plain 

O
ld Telephone system

)

•
Packet sw

itching (used in
the Internet)

35

C
ircuit sw

itching

(1) N
ode A

 sends a reservation request
(2) Interior sw

itches establish a connection --
i.e., “circuit”

(3) A
 starts sending data

(4) A
 sends a “teardow

n circuit” m
essage  

Idea: source reservesnetw
ork capacity along a path

A
B

10M
b/s?10M

b/s?

10M
b/s?
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M
ultiplexing

Sharing m
akes things efficient (cost less)

•
One airplane/train for 100’s of people

•
One telephone for m

any calls
•

One lecture theatre for m
any classes

•
One com

puter for m
any tasks

•
One netw

ork for m
any com

puters
•

One datacenter m
any applications

37

M
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Lecturer?



Old Tim
e M

ultiplexing

39

Circuit Sw
itching: FDM

 and TDM

Frequency Division M
ultiplexing

frequency

tim
e

Tim
e Division M

ultiplexing

frequency

tim
e 4 users

Exam
ple:

Radio2 88.9 M
Hz

Radio3 91.1 M
Hz

Radio4 93.3 M
Hz

RadioX
95.5 M

Hz

Radio Schedule
…

,New
s, Sports, W

eather, Local, New
s, Sports,…

 

40

Tim
e-Division M

ultiplexing/Dem
ultiplexing

•
Tim

e divided into fram
es; fram

es into slots
•

R
elative slot position inside a fram

e determ
ines to w

hich 
conversation data belongs

–
e.g., slot 0 belongs to orange

conversation

•
S

lots are reserved (released) during circuit setup (teardow
n)

•
If a conversation does not use its circuit capacity is lost!

Fram
es

0
1

2
3

4
5

0
1

2
3

4
5

Slots = 

41

Inform
ation

tim
e

Tim
ing in C

ircuit Sw
itching 

Circuit            
Establishm

ent  

Transfer

Circuit
Tear-dow

n

42

C
ircuit sw

itching: pros and cons

•
Pros
–

guaranteed perform
ance 

–
fast transfer (once circuit is established)

•
C

ons

43

Inform
ation

tim
e

Tim
ing in C

ircuit Sw
itching

Circuit            
Establishm

ent  

Transfer

Circuit
Tear-dow

n
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C
ircuit sw

itching: pros and cons

•
Pros
–

guaranteed perform
ance 

–
fast transfer (once circuit is established)

•
C

ons
–

w
astes bandw

idth if traffic is “bursty”

45

Inform
ation

tim
e

Tim
ing in C

ircuit Sw
itching

Circuit            
Establishm

ent  

Transfer

Circuit
Tear-dow

n
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Inform
ation

tim
e

Tim
ing in C

ircuit Sw
itching

Circuit            
Establishm

ent  

Transfer

Circuit
Tear-dow

n
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C
ircuit sw

itching: pros and cons

•
Pros
–

guaranteed perform
ance 

–
fast transfers (once circuit is established)

•
C

ons
–

w
astes bandw

idth if traffic is “bursty”
–

connection setup tim
e is overhead

48

C
ircuit sw

itching

Circuit sw
itching doesn’t “route around failure” 

A

B

49

C
ircuit sw

itching: pros and cons

•
Pros
–

guaranteed perform
ance 

–
fast transfers (once circuit is established)

•
C

ons
–

w
astes bandw

idth if traffic is “bursty”
–

connection setup tim
e is overhead

–
recovery from

 failure is slow

50



Num
erical exam

ple

•
How

 long does it take to send a file of 640,000 
bits from

 host A to host B over a circuit-
sw

itched netw
ork?

–
All links are 1.536 M

bps
–

Each link uses TDM
 w

ith 24 slots/sec
–

500 m
secto establish end-to-end circuit

Let’s w
ork it out!

1 / 24 * 1.536M
b/s = 64kb/s

640,000 / 64kb/s = 10s
10s + 500m

s = 10.5s

51

Tw
o form

s of sw
itched netw

orks

•
Circuit sw

itching (e.g., telephone netw
ork) 

•
Packet sw

itching (e.g., Internet)

52

Packet Sw
itching

•
D

ata is sent as chunks of form
atted bits (P

ackets)
•

P
ackets consist of a “header”and “payload”*

A
fter N

ick M
cKeow

n
©

 2006

01000111100010101001110100011001 D
estination A

ddress

Header
Data

h
e
a
d
e
r

p
a
y
l
o
a
d

54

Packet Sw
itching

•
D

ata is sent as chunks of form
atted bits (P

ackets)
•

P
ackets consist of a “header”and “payload”*

–
payload is the data being carried

–
header holds instructions to the netw

ork for how
 to

handle packet (think of the header as an A
P

I)

–
In this exam

ple, the header has a destination address
–

M
ore com

plex headers m
ay include 

•
H

ow
 this traffic should be handled? (first class, second class, etc)

•
W

ho signed for it?
•

W
ere the contents ok?

55

Packet Sw
itching

•
Data is sent as chunks of form

atted bits (Packets)
•

Packets consist of a “header” and “payload”
•

Sw
itches “forw

ard” packets based on their 
headers

56

Sw
itches forw

ard packetsE
D
I
N
B
U
R
G
H

O
X
F
O
R
D

G
L
A
S
G
O
W

U
C
L

Destination 
NextHop

G
LA

SG
O

W
4

O
XFO

RD
5

ED
IN

2

U
CL

3

Forwarding Table
111010010

EDIN

s
w
i
t
c
h
#
2

s
w
i
t
c
h
#
5

s
w
i
t
c
h
#
3

s
w
i
t
c
h
#
4

57



tim
e Tim

ing in Packet Sw
itching

paylo
ad

hdr

W
hat about the tim

e to process the packet at the sw
itch?

•
W

e’ll assum
e it’s relatively negligible (m

ostly true)
58

tim
e Tim

ing in Packet Sw
itching

paylo
ad

hdr

Could the sw
itch start transm

itting as
soon as it has processed the header?

•
Yes! This w

ould be called 
a “cut through” sw

itch
59

tim
e Tim

ing in Packet Sw
itching

paylo
ad

hdr

W
e w

ill alw
ays assum

e a sw
itch processes/forw

ards
a packet after it has  received it entirely. 

This is called “store and forw
ard” sw

itching
60

Packet Sw
itching

•
Data is sent as chunks of form

atted bits (Packets)
•

Packets consist of a “header” and “payload”
•

Sw
itches “forw

ard” packets based on their 
headers

61

Packet Sw
itching

•
Data is sent as chunks of form

atted bits (Packets)
•

Packets consist of a “header” and “payload”
•

Sw
itches “forw

ard” packets based on their 
headers

•
Each packet travels independently
–

no notion of packets belonging to a “circuit”

62

Packet Sw
itching

•
Data is sent as chunks of form

atted bits (Packets)
•

Packets consist of a “header” and “payload”
•

Sw
itches “forw

ard” packets based on their 
headers

•
Each packet travels independently

•
No link resources are reserved in advance. 
Instead packet sw

itching leverages statistical 
m

ultiplexing
(stat m

uxing)
63



M
ultiplexing

Sharing m
akes things efficient (cost less)

•
One airplane/train for 100’s of people

•
One telephone for m

any calls
•

One lecture theatre for m
any classes

•
One com

puter for m
any tasks

•
One netw

ork for m
any com

puters
•

One datacenter m
any applications

64

D
ata Rate 1

D
ata Rate 2

D
ata Rate 3

Three Flow
s w

ith Bursty Traffic

Tim
e

Tim
e

Tim
e

Capacity
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D
ata Rate 1

D
ata Rate 2

D
ata Rate 3

W
hen Each Flow

 G
ets 1/3

rdof C
apacity

Tim
e

Tim
e

Tim
e

Frequent Overloading

66

W
hen Flow

s S
hare Total C

apacity

Tim
e

Tim
e

Tim
e

No Overloading

Statistical m
ultiplexing relies on the assum

ption 
that not all flow

s burst at the sam
e tim

e.

Very sim
ilar to insurance, and has sam

e failure case
67

D
ata Rate 1

D
ata Rate 2

D
ata Rate 3

Three Flow
s w

ith Bursty Traffic

Tim
e

Tim
e

Tim
e

Capacity
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D
ata Rate 1

D
ata Rate 2

D
ata Rate 3

Three Flow
s w

ith Bursty Traffic

Tim
e

Tim
e

Tim
e

Capacity
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D
ata Rate 1+2+3 >> Capacity

Three Flow
s w

ith Bursty Traffic

Tim
e

Tim
e

Capacity

W
hat do w

e do under overload?
70

Sorry w
e don’t carry https here…

.

S
tatistical m

ultiplexing: pipe view

t
i
m
e
 
#

BW #

pkttx
tim

e

72

S
tatistical m

ultiplexing: pipe view
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S
tatistical m

ultiplexing: pipe view

No Overload
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S
tatistical m

ultiplexing: pipe view

Transient Overload
Not such a rare event

Q
u
e
u
e
 
o
v
e
r
l
o
a
d

i
n
t
o
 
B
u
f
f
e
r
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S
tatistical m

ultiplexing: pipe view

Transient Overload
Not such a rare event

Q
u
e
u
e
 
o
v
e
r
l
o
a
d

i
n
t
o
 
B
u
f
f
e
r
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S
tatistical m

ultiplexing: pipe view

Transient Overload
Not such a rare event

Q
u
e
u
e
 
o
v
e
r
l
o
a
d

i
n
t
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B
u
f
f
e
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S
tatistical m

ultiplexing: pipe view

Transient Overload
Not such a rare event

Q
u
e
u
e
 
o
v
e
r
l
o
a
d

i
n
t
o
 
B
u
f
f
e
r
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S
tatistical m

ultiplexing: pipe view

Transient Overload
Not a rare event!

Buffer absorbs transient bursts
But NOT

additional capacity

Q
u
e
u
e
 
o
v
e
r
l
o
a
d

i
n
t
o
 
B
u
f
f
e
r
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S
tatistical m

ultiplexing: pipe view

W
hat about persistent overload?
W

ill eventually drop packets

Q
u
e
u
e
 
o
v
e
r
l
o
a
d

i
n
t
o
 
B
u
f
f
e
r
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Q
ueues introduce queuing delays

•
R

ecall,

packet delay = transm
ission delay + propagation delay (*)

•
W

ith queues (statistical m
ultiplexing)

packet delay  = transm
ission delay + propagation delay +

queuing delay (*)

•
Q

ueuing delay caused by “packet interference”

•
M

ade w
orse at high load

–
less “idle tim

e” to absorb bursts 
–

think about traffic jam
s at rush hour

or rail netw
ork failure

(* plus per-hop processing delay that w
e define as negligible)

82

Q
ueuing delay extrem

es
•

R=link bandw
idth (bps)

•
L=packet length (bits)

•
a=average packet arrival 
rate

traffic intensity = La/R

!
La/R ~ 0: average queuing delay sm

all
!

La/R -> 1: delays becom
e large

!
La/R > 1: m

ore “w
ork”

arriving than can be serviced, average delay 
infinite –

or data is lost (dropped).
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ISP A
u
s
e
r

ISP B
ISP C

u
s
e
r

R
ecall the Internet federation

•
The Internet ties together different netw

orks
–

>20,000 IS
P

 netw
orks 

W
e can see (hints) of the nodes and links using traceroute…

 

84

“Real”
Internet delays and routes

aw
m

22@
rio:~$ traceroute people.eng.unim

elb.edu.au
traceroute to people.eng.unim

elb.edu.au
(128.250.59.37), 30 hops m

ax, 60 byte packets
1

vlan101.gatw
ick.net.cl.cam

.ac.uk (128.232.32.2)
1.520 m

s
1.822 m

s
0.709 m

s
2

cl-w
gb.d-m

w
.net.cam

.ac.uk
(193.60.89.5)

0.259 m
s

0.256 m
s

0.227 m
s

3
d-m

w
.c-ce.net.cam

.ac.uk
(131.111.6.53)

0.231 m
s

0.381 m
s

0.357 m
s

4
c-ce.b-ec.net.cam

.ac.uk
(131.111.6.82)

0.317 m
s

0.481 m
s

0.476 m
s

5
ae0.low

dss-ban1.ja.net (146.97.41.37)
2.842 m

s
2.846 m

s
2.821 m

s
6

ae26.low
dss-sbr1.ja.net (146.97.35.245)

2.877 m
s

2.805 m
s

2.795 m
s

7
ae28.londhx-sbr1.ja.net (146.97.33.17)

6.191 m
s

6.109 m
s

6.325 m
s

8
janet.m

x1.lon.uk.geant.net (62.40.124.197)
6.319 m

s
6.245 m

s
6.258 m

s
9

138.44.226.6 (138.44.226.6)
169.704 m

s
169.722 m

s
169.682 m

s
10

et-7-3-0.pe1.w
m

lb.vic.aarnet.net.au (113.197.15.28)
250.954 m

s
251.163 m

s
251.116 m

s
11

* * *
12

4000v-eng-w
eb-people-l.eng.unim

elb.edu.au (128.250.59.37)
251.943 m

s
251.952 m

s
251.962 m

s
13

4000v-eng-w
eb-people-l.eng.unim

elb.edu.au (128.250.59.37)
252.053 m

s
252.018 m

s
251.966 m

s
14

* * *
15

4000v-eng-w
eb-people-l.eng.unim

elb.edu.au (128.250.59.37)
252.215 m

s
252.088 m

s
252.118 m

s
16

4000v-eng-w
eb-people-l.eng.unim

elb.edu.au (128.250.59.37)
253.361 m

s
253.109 m

s
253.461 m

s
17

4000v-eng-w
eb-people-l.eng.unim

elb.edu.au (128.250.59.37)
253.077 m

s
253.832 m

s
253.298 m

s
18

* * *
…

.
29

* * *
30

* * *

traceroute:rio.cl.cam
.ac.uk

to people.eng.unim
elb.edu.au

(tracepath
on w

inow
sis sim

ilar)
Three delay m

easurem
ents from

 
rio.cl.cam

.ac.uk
to gatw

ick.net.cl.cam
.ac.uk

* m
eans no response (probe or reply lost, router not replying)

Australian
link
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Direct London-Perth

Internet structure: netw
ork of netw

orks

•
a packet passes through m

any netw
orks!

Tier 1 ISP

Tier 1 ISP

Tier 1 ISP

Tier-2 ISP
Tier-2 ISP

Tier-2 ISP
Tier-2 ISP

Tier-2 ISP

local
ISP

local
ISP

local
ISP

local
ISP local

ISP
Tier 3

ISPlocal
ISP

local
ISP

local
ISP
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Internet structure: netw
ork of netw

orks

•
“Tier-3

”
ISPs and local ISPs 

–
last hop (“access”) netw

ork (closest to end system
s)

Tier 1 ISP

Tier 1 ISP

Tier 1 ISP

Tier-2 ISP
Tier-2 ISP

Tier-2 ISP
Tier-2 ISP

Tier-2 ISP

local
ISP

local
ISP

local
ISP

local
ISP local

ISP
Tier 3

ISPlocal
ISP

local
ISP

local
ISP

Local and tier-3 
ISPs are 
custom

ers
of

higher tier ISPs
connecting them

 
to rest of 
Internet

87



Internet structure: netw
ork of netw

orks

•
“Tier-2

”
ISPs: sm

aller (often regional) ISPs
–

Connect to one or m
ore tier-1 ISPs, possibly other tier-2 ISPs

Tier 1 ISP

Tier 1 ISP

Tier 1 ISP

Tier-2 ISP
Tier-2 ISP

Tier-2 ISP
Tier-2 ISP

Tier-2 ISP

Tier-2 ISP pays tier-
1 ISP for 
connectivity to rest 
of Internet
!

tier-2 ISP is 
custom

erof
tier-1 provider

Tier-2 ISPs also 
peer privately 
w

ith each other.

88

Internet structure: netw
ork of netw

orks

•
roughly hierarchical

•
at center: “tier-1

”
ISPs (e.g., Verizon, Sprint, AT&

T, Cable and 
W

ireless), national/international coverage
–

treat each other as equals

Tier 1 ISP

Tier 1 ISP

Tier 1 ISP

Tier-1 
providers 
interconnect 
(peer) 
privately

89

Tier-1 ISP: e.g., Sprint

…

to/from
 custom

ers

peering

to/from
 backbone

….…

…

… PO
P: point-of-presence

90

Packet Sw
itching

•
Data is sent as chunks of form

atted bits (Packets)
•

Packets consist of a “header” and “payload”
•

Sw
itches “forw

ard” packets based on their headers
•

Each packet travels independently
•

No link resources are reserved in advance. Instead 
packet sw

itching leverages statistical m
ultiplexing

–
allow

s efficient use of resources
–

but introduces queues and queuing delays

91

Packet sw
itching versus circuit sw

itching

•
1 M

b/s link
•

each user: 
–

100 kb/s w
hen “active

”

–
active 10%

 of tim
e

•
circuit-sw

itching:
–

10 users

•
packet sw

itching:
–

w
ith 35 users, probability   

> 10 active at sam
e tim

e is 
less than .0004

Packet sw
itching m

ay (does!) allow
 m

ore users to use netw
ork

N
 users

1 M
bps link

Q
: how

 did w
e get value 0.0004?
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Packet sw
itching versus circuit sw

itching

•
1 M

b/s link
•

each user: 
–

100 kb/s w
hen “active

”

–
active 10%

 of tim
e

•
circuit-sw

itching:
–

10 users

•
packet sw

itching:
–

w
ith 35 users, probability   

> 10 active at sam
e tim

e is 
less than .0004

Q
: how

 did w
e get value 0.0004?

94

Let U
 be num

ber of users active
N

 the total users
P is 0.1 in our exam

ple to get 0.0004



C
ircuit sw

itching:pros and cons

•
Pros 
–

guaranteed perform
ance 

–
fast transfers (once circuit is established)

•
C

ons
–

w
astes bandw

idth if traffic is “bursty”
–

connection setup adds delay
–

recovery from
 failure is slow

97

Packetsw
itching: pros and cons

•
C

ons
–

no
guaranteed perform

ance 
–

header overhead per packet
–

queues and queuing delays

•
Pros
–

efficient use of bandw
idth (stat. m

uxing)
–

no overhead due to connection setup
–

resilient --can `route around trouble’

98

Sum
m

ary

•
A sense of how

 the basic `plum
bing’ w

orks
–

links and sw
itches 

–
packet delays= transm

ission + propagation + 
queuing + (negligible) per-sw

itch processing 
–

statistical m
ultiplexing and queues

–
circuit vs. packet sw

itching

99

Topic 2 –
Architecture and Philosophy 

•
Abstraction

•
Layering

•
Layers and Com

m
unications

•
Entities and Peers

•
W

hat is a protocol?
•

Protocol Standardization
•

The architects process
–

H
ow

 to break
system

 into m
odules

–
W

here m
odules are im

plem
ented

–
W

here is state stored
•

Internet Philosophy and Tensions
1

TRIG
G

ER W
A

RN
IN

G

•
Philosophy,

•
Bad A

nalogies, and
•

RA
N

TS verging
on PO

LEM
IC

W
ill follow

…
.. 

2



A
bstraction Concept

A m
echanism

 for breaking dow
n a problem

w
hatnot how
•

eg
Specification versus im

plem
entation

•
eg

M
odules in program

s
Allow

s replacem
ent of im

plem
entations w

ithout affecting system
 

behavior
Verticalversus Horizontal

“Vertical”w
hat happens in a box “How

 does it attach to the 
netw

ork?”
“Horizontal” the com

m
unications paths running through the 

systemHint:paths are built (“layered”) on top of other paths
3

Com
puter System

 M
odularity

Partition system
 into m

odules & abstractions:
•

W
ell-defined interfaces give flexibility

–
H
ides

im
plem

entation -can be freely changed
–

Extend functionality of system
 by adding new

 
m

odules

•
E.g., libraries encapsulating set of functionality

•
E.g., program

m
ing language + com

piler 
abstracts aw

ay how
 the particular C

PU
w

orks …

4

Com
puter System

 M
odularity (cnt’d)

•
W

ell-defined interfaces hide inform
ation

–
Isolate assum

ptions
–

Present high-level abstractions

•
B

ut can im
pair perform

ance!

•
E

ase of im
plem

entation vs
w

orse 
perform

ance

5

Network System
 M

odularity
Like softw

are m
odularity, but:

•
Im

plem
entation is distributed across m

any 
m

achines (routers and hosts)
•

M
ust decide:

–
H

ow
 to break

system
 into m

odules
•

Layering
–

W
here m

odules are im
plem

ented
•

End-to-End Principle
–

W
here state is stored
•

Fate-sharing

6

Layering Concept
•

A
 re

stricte
d

 fo
rm

 o
f a

b
stra

ctio
n

: syste
m

 fu
n

ctio
n

s 

a
re

 d
ivid

e
d

 in
to

 la
ye

rs, o
n

e
 b

u
ilt u

p
o

n
 a

n
o

th
e

r

•
O

fte
n

 ca
lle

d
 a

 stack; b
u

t not
a

 d
a

ta
 stru

ctu
re

!

7

8 K
B

yte per sec stream

Fram
ed B

yte Stream

A
nalog signal

B
itstream

8 K
 12 bit sam

ples per sec

7 K
H

z analog voice

phonem
es

w
ords

thoughts

m
odulation

fram
ing

m
ultiplexing

com
panding

D
/A

, A
/D

speaking 3

speaking 2

speaking 1

Layers and Com
m

unications

•
In

te
ra

ctio
n

 o
n

ly b
e

tw
e

e
n

 a
d

ja
ce

n
t la

ye
rs

•
layer n u

se
s se

rvice
s p

ro
vid

e
d

 b
y layer n-1 

•
layer n p

ro
vid

e
s se

rvice
 to

 layer n+1
•

B
o

tto
m

 la
ye

r is p
h

ysica
l m

e
d

ia

•
To

p
 la

ye
r is a

p
p

lica
tio

n

8

n layer

n - 1 layer

n + 1 layer



Entities and Peers
Entity

–
a

 thing
(a

n
 in

d
e

p
e

n
d

e
n

t e
xiste

n
ce

)

E
n

titie
s interact

w
ith

 th
e

 la
ye

rs a
b

o
ve

 a
n

d
 b

e
lo

w

E
n

titie
s com

m
unicate

w
ith

 peer
e

n
titie

s

–
sam

e level but different place (eg
different person, different 

box, different host)

C
o

m
m

u
n

ica
tio

n
s b

e
tw

e
e

n
 p

e
e

rs is su
p

p
o

rte
d

 b
y 

e
n

titie
s a

t th
e

 lo
w

e
r la

ye
rs

9

421 3

421 3

Entities and Peers
E

n
titie

s u
su

a
lly d

o
 so

m
e

th
in

g
 u

se
fu

l

–
Encryption –

Error correction –
Reliable Delivery

–
N

othing at all is also reasonable
N

o
t a

ll co
m

m
u

n
ica

tio
n

s is e
n

d
-to

-e
n

d

E
xa

m
p

le
s fo

r th
in

g
s in

 th
e

 m
id

d
le

–
IP Router –

M
obile Phone

Cell Tow
er

–
Person translating French to English

10

421 3

421 3

2

1
1

Layering and Em
bedding

In Com
puter N

etw
orks w

e often see higher-layer inform
ation em

bedded w
ithin low

er-layer 
inform

ation
•

Such em
bedding can be considered a form

 of layering
•

H
igher layer inform

ation is generated by stripping off headers and trailers of the current 
layer

•
eg

an IP entity only looks at the IP headers
BUT em

bedding is not the only form
 of layering

Layering is to help understand a com
m

unications system
NOT
determ

ine im
plem

entation strategy

11

Ethernet payload
Ethernet
header

packet
checksum

T
C

P
 payload

T
C

P
header

IP
 p

a
y
lo

a
d

IP
h

e
a

d
e

r

HTTP data (payload)
HTTP
header

source
application
transport
netw

ork
link

physical

H
t

H
n

M

segm
ent

H
t

datagram

destination
application
transport
netw

ork
link

physical

H
t

H
n

H
l

M

H
t

H
n

M

H
t

M M

netw
ork

link
physical

link
physical

H
t

H
n

H
l

M

H
t

H
n

M

H
t

H
n

M

H
t

H
n

H
l

M

router

sw
itch

Exam
ple Em

bedding
(also called Encapsulation)

m
essage

M

H
t

M

H
n

fram
e

12

Internet protocol stack versus
OSI Reference M

odel

13

...G
ET http://w

w
w

.google.co.uk

Ethernet payload
Ethernet
header

packet
checksum

...110100100101010100110101110011...

...0010101011110010110100001110001010101001...

FRAM
ING

: Ethernet payload
consists of individual octets

CO
DING

: Each byte encoded into a 10 bit
code-group using 8B/10B block coding schem

e

M
O

DULATIO
N: Digital electrical signal

converted to analogue optical signal
and transm

itted on fibre

Application

Presentation

Session

Transport

Network

Data Link

Physical

O
SI

Reference
M

odel

TCP payload
TCP

header

IP payload
IP

header

1
0

1
1

1
1

0
0

0
0

...
...

Application

Transport

Network

Data Link

Physical

Internet
Protocol

stack

14

ISO
/O

SI reference m
odel

•
presentation:allow

 applications to 
interpret m

eaning of data, e.g., 
encryption, com

pression, m
achine-

specific conventions
•

session:synchronization, checkpointing, 
recovery of data exchange

•
Internet stack “m

issing”
these layers!

–
these services, if needed,m

ust be 
im

plem
ented in application

application

presentation

session

transport

netw
ork

link

physical



Layers on Layers exam
ples

A
pplication

Transport

N
etw

ork

D
ata Link (L2)

Physical

A
pplication

Transport

N
etw

ork

D
ata Link

(V
irtualized) Physical

A
pplication

Transport

N
etw

ork

D
ata Link (L2)

Physical

N
etw

ork

Transport

N
etw

ork

A
pplication

Transport

N
etw

ork

D
ata Link (L2)

Physical

A
pplication

Transport

N
etw

ork

D
ata Link (L2)

Physical

15
16

W
hat is a protocol?

hum
an protocols:

•
“w

hat’s the tim
e?”

•
“I have a question

”

•
introductions

…
 specific m

sgssent
…

 specific actions taken 
w

hen m
sgsreceived, or 

other events

netw
ork protocols:

•
m

achines rather than 
hum

ans
•

all com
m

unication activity 
in Internet governed by 
protocols

protocols define form
at, order of m

sgssent 
and received am

ong netw
ork entities, 

and actions taken on m
sg

transm
ission, 

receipt

17

W
hat is a protocol?

a hum
an protocol and a com

puter netw
ork protocol:

Q
:O

ther hum
an protocols? 

Hi

Hi

Got the
tim

e?
2:00

TCP connection
request

TCP connection
response
GET http://w

w
w.cl.cam

.ac.uk/index.htm
l

<file>
tim

e

Protocol Standardization
•

All hosts m
ust  follow

 sam
e protocol

–
Very sm

all m
odifications can m

ake a big difference
–

O
r prevent it from

 w
orking altogether

•
This is w

hy
w

e have standards
–

C
an have m

ultiple im
plem

entations of protocol
•

Internet Engineering Task Force (IETF)
–

Based on w
orking groups that focus on specific 

issues
–

Produces “R
equest For C

om
m

ents”(R
FC

s)
–

IETF W
eb site is http://w

w
w
.ietf.org

–
R

FC
s archived at http://w

w
w
.rfc-editor.org

18

19

So m
any Standards Problem

•
M

any different packet-sw
itching netw

orks 
•

Each w
ith its ow

n Protocol
•

Only nodes on the sam
e netw

ork could com
m

unicate

20

IN
TERnet

Solution

Gatew
ays



Internet Design G
oals (Clark ‘88)

•
C

onnect existing netw
orks

•
R

obust in face of failures 
•

S
upport m

ultiple types of delivery services
•

A
ccom

m
odate a variety of netw

orks
•

A
llow

 distributed m
anagem

ent
•

E
asy host attachm

ent
•

C
ost effective

•
A

llow
 resource accountability 

21

Real G
oals

•
Build som

ething that w
orks!

•
C

onnect existing netw
orks

•
R

obust in face of failures 
•

Support m
ultiple types of delivery services

•
Accom

m
odate a variety of netw

orks
•

Allow
 distributed m

anagem
ent

•
Easy host attachm

ent
•

C
ost effective

•
Allow

 resource accountability 

Internet M
otto

W
e reject kings , presidents, and voting. W

e believe in 
rough consensus and running code.“

–
D

avid C
lark

22

A M
ultitude of Apps Problem

•
R

e-im
plem

ent every application for every technology?
•

N
o! But how

 does the Internet design avoid this?

Skype 
SSH

N
FS

R
adio

C
oaxial 

cable
Fiber
optic

A
pplication

Transm
ission

M
edia

H
TTP

23

Solution: Interm
ediate Layers

•
Introduce interm

ediate layers that provide set of abstractions
for various netw

ork functionality and technologies
–

A new
 app/m

edia im
plem

ented only once
–

Variation on “add another level of indirection”

Skype 
SSH

N
FS

Packet
radio

C
oaxial 

cable
Fiber
optic

A
pplication

Transm
ission

M
edia

H
TTP

Interm
ediate 

layers

24

In the context of the Internet

Applications

…
built on…

…
built on…

…
built on…

…
built on…

R
eliable (or unreliable) transport

Best-effort global packet delivery

Best-effort local packet delivery

Physical transfer of bits

25

Three O
bservations

•
Each layer:
–

Depends on layer below
–

Supports layer above
–

Independent of others

•
M

ultiple versions in layer
–

Interfaces differ som
ew

hat
–

Com
ponents pick w

hich 
low

er-level protocol to use

•
But only one IP layer
–

U
nifying protocol

2626



Layering C
rucial to Internet’s Success

•
R

euse 

•
H

ides underlying detail

•
Innovation at each level 
can proceed in parallel

•
Pursued by very different 
com

m
unities

2727

W
hat are som

e of the draw
backs of 

protocols and layering?

28

D
raw

backs of Layering

•
Layer N

 m
ay duplicate low

er layer functionality
–

e.g., error recovery to retransm
it lost data

•
Inform

ation hiding m
ay hurt perform

ance
–

e.g., packet loss due to corruption vs. congestion
•

H
eaders start to get really big

–
e.g., typical TC

P+IP+Ethernet is 54 bytes
•

Layer violations w
hen the gains too great to resist

–
e.g., TC

P-over-w
ireless 

•
Layer violations w

hen netw
ork doesn’t trust ends

–
e.g., firew

alls

29

Placing Network Functionality

•
H

ugely influential paper: “End-to-End Argum
ents in 

System
 D

esign
”

by Saltzer, R
eed, and C

lark (‘84)
–

articulated as the “End-to-End Principle” (E2E)

•
Endless debate over w

hat it m
eans

•
Everyone cites it as supporting their position
(regardless of the position!)

30

Basic O
bservation

•
Som

e application requirem
ents can only be correctly 

im
plem

ented end-to-end
–

reliability, security, etc.

•
Im

plem
enting these in the netw

ork is hard
–

every step along the w
ay m

ust be fail proof

•
H

osts
–

C
an

satisfy the requirem
ent w

ithout netw
ork
’s help

–
W

ill/m
ustdo so, since they can

’t rely on the netw
ork

31

Exam
ple: Reliable File Transfer

•
S

olution 1: m
ake each step reliable, and 

string them
 together to m

ake reliable end-to-
end process O

S

A
ppl.

O
S

A
ppl.

H
ost A

H
ost B

32



Exam
ple: Reliable File Transfer

•
Solution 1: m

ake each step reliable, and string them
 together to m

ake 
reliable end-to-end process

O
S

A
ppl.

O
S

A
ppl.

H
ost A

H
ost B
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So
w

hat is the problem
?

each com
ponent is 0.9 reliable

leads to total system
 failure of >0.4

*

Exam
ple: Reliable File Transfer

•
S

olution 1: m
ake each step reliable, and 

string them
 together to m

ake reliable end-to-
end process

•
S

olution 2: end-to-end check
and retry

O
S

A
ppl.

O
S

A
ppl.

H
ost A

H
ost B

O
K

34

Discussion
•

Solution 1 is incom
plete 

–
W

hat happens if any netw
ork elem

ent m
isbehaves? 

–
R

eceiver has to
do the check anyw

ay! 

•
Solution 2 is com

plete 
–

Full functionality can be entirely im
plem

ented at application layer 
w

ith no need for reliability from
 low

er layers

•
Is there any need to im

plem
ent reliability at low

er layers?35

Sum
m

ary of End-to-End Principle 

•
Im

plem
enting functionality (e.g., reliability) in the netw

ork 
–

D
oesn’t reduce host im

plem
entation com

plexity 
–

D
oes increase netw

ork com
plexity 

–
Probably increases delay and overhead on all applications even 
if they don’t need the functionality (e.g.VoIP)

•
H

ow
ever, im

plem
enting in the netw

ork can im
prove 

perform
ance in som

e cases 
–

e.g., consider a very lossy link

36

“O
nly-if-Sufficient” Interpretation

•
D

on’t im
plem

ent a function at the low
er 

levels of the system
 unless it can be 

com
pletely im

plem
ented at this level

•
U

nless you can relieve the burden from
 

hosts, don’t bother

37

“O
nly-if-Necessary” Interpretation

•
D

on’t im
plem

ent anything
in the netw

ork that 
can be im

plem
ented correctly by the hosts

•
M

ake netw
ork layer absolutely m

inim
al

–
This E2E interpretation trum

ps perform
ance 

issues
–

Increases flexibility, since low
er layers stay 

sim
ple

38



“O
nly-if-Useful” Interpretation

•
If hosts can im

plem
ent functionality 

correctly, im
plem

ent it in a low
er layer only

as a perform
ance enhancem

ent
•

B
ut do so only if it does not im

pose burden
on applications that do not require that 
functionality

39

W
e have som

e tools:

•
A

b
stra

ctio
n

•
La

ye
rin

g

•
La

ye
rs a

n
d

 C
o

m
m

u
n

ica
tio

n
s

•
E

n
titie

s a
n

d
 P

e
e

rs

•
P

ro
to

co
l a

s m
o

tiva
tio

n

•
E

xa
m

p
le

s o
f th

e
 a

rch
ite

cts
p

ro
ce

ss

•
In

te
rn

e
t P

h
ilo

so
p

h
y a

n
d

 Te
n

sio
n

s

40

D
istributing Layers Across N

etw
ork

•
La

ye
rs a

re
 sim

p
le

 if o
n

ly o
n

 a
 sin

g
le

 m
a

ch
in

e

–
Just stack of m

odules interacting w
ith those 

above/below

•
B

u
t w

e
 n

e
e

d
 to

 im
p

le
m

e
n

t la
ye

rs a
cro

ss 
m

a
ch

in
e

s

–
Hosts

–
Routers (sw

itches)

•
W

h
a

t g
e

ts im
p

le
m

e
n

te
d

 w
h

e
re

?

41

W
hat G

ets Im
plem

ented on H
ost?

•
B

its arrive on w
ire, m

ust m
ake it up to 

application

•
T

herefore, all layers m
ust exist at the host

source / destination
application
transport
netw

ork
link

physical

H
t

H
n

H
l

M

H
t

H
n

M

H
t

M M
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W
hat G

ets Im
plem

ented on a R
outer?

•
Bits arrive on w

ire
–

Physical layer necessary

•
Packets m

ust be delivered to next-hop 
–

Datalink
layer necessary

•
Routers participate in global delivery 
–

Netw
ork layer necessary

•
Routers don’t support reliable delivery 
–

Transport layer (and above) notsupported

netw
ork

link
physical

H
t

H
n

H
l

M

H
t

H
n

M

H
t

H
n

Mrouter
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W
hat G

ets Im
plem

ented on Sw
itches?

•
Sw

itches do w
hat routers do, except they don’t 

participate in global delivery, just local delivery

•
They only need to support Physical and 
D

atalink
–

D
on’t need to support N

etw
ork layer

•
W

on’t focus on the router/sw
itch distinction

–
Alm

ost all boxes support netw
ork layer these days

–
R

outers have sw
itches but sw

itches do not have 
routers

link
physical

sw
itch

H
t

H
n

H
l

M

44



The Internet Hourglass

D
ata Link

P
hysical

A
pplications

The H
ourglass M

odel

W
aist

There is just one
netw

ork-layer protocol, IP.
The “narrow

 w
aist”

facilitates interoperability.

S
M

T
P

H
T

T
P

N
T

P
D

N
S

T
C

P
U

D
P

IP

E
thernet

S
O

N
E

T
802.11

T
ransport

F
iber

C
opper

R
adio

IP
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The m
iddle-age Internet H

ourglass

D
ata Link

P
hysical

A
pplications

The H
ourglass M

odel

W
aist

There is just one
netw

ork-layer protocol, IPv4 + v6 
The “narrow

 w
aist”

facilitates interoperability(???)

S
M

T
P

H
T

T
P

N
T

P
D

N
S

T
C

P
U

D
P

IP
v6

E
thernet

S
O

N
E

T
802.11

T
ransport

F
iber

C
opper

R
adio
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IP
v4

IPv4 &
 IPv6

TW
O

Alternative to Standardization?

•
H

a
ve

 o
n

e
 im

p
le

m
e

n
ta

tio
n

 u
se

d
 b

y e
ve

ryo
n

e

•
O

p
e

n
-so

u
rce

 p
ro

je
cts

–
W

hich has had m
ore im

pact, Linux or PO
SIX?

•
O

r ju
st so

le
-so

u
rce

d
 im

p
le

m
e

n
ta

tio
n

–
Skype, Signal, FaceTim

e, etc.
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