Probabilistic
machine learning



What we've learnt so far ...

Lecture 2 Regression (lecture 2, 4)

Supervised Learning

{(e1, 1) (x2, ¥2),{x3, ¥3), ooy (X0, Y}

X1,X2,X3, ..., XM

Y1,Y2,Y3 - Ym

Learn the mapping f: X =Y
suchthat y; = f(x;) forall i =1,23,..,.M




Supervised Learning

{(e1, 1) (x2, ¥2),{x3, ¥3), ooy (X0, Y}

X1,X2,X3, ., XM

Y1, Y2, Y3 YMm

Learn the :
such that y; = - i=1,23,... M

Loss function

Learn weights 0 for a predictor y = f(x; 0)
that minimize a loss function. For regression,

M
1 - 2
loss = EZ(% - ¥i)
i=1

Unsupervised Learning
{x1,%5,%3, .., X1}
X1,X2,X3, ..., X
n/a

synthesize new instances
similar to those in the dataset

How can we turn this
into a gradient
descent problem?
What loss function?




Dataset:
a list of craft beer names from
untappd.com

Dataset:
Flickr-Faces-HQ dataset,
https://github.com/NVlabs/ffhg-dataset

@ thispersondoesnotexist.com

So0se's Rustian IPA

Imagined by a GAN (generative adversarial network)
Sty 2 (Dec 2019) - Karras et al. and Nvidia
panic. Learn how it works [1] [2] [3]
Al continue to dream | Contact me
raining your own [original] [simple]
Save * Cats | Articles | Friends | Office
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Gradient descent can write code better than
you. I'm sorry.
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Probabilistic machine Iearning (a better way to think of loss functions)

Supervised Learning

{{x1, ¥1), (x2,¥2), (X3, ¥3), oo, (Xpr, Y3 It’s up to us to pick a
probability model.

X1,X2,X3, e, Xy .
Just as it was up to us to

Pry (y;|x;, 6) pick a loss function.

Y1,Y2,Y3 - YMm

Learn 6 to maximize [}, Pry (y;|x;, 6)



Probabilistic machine Iearning (a better way to think of loss functions)
_ (yz-f,(z;))z/zv’

Supervised Learning Pr, (yi %0 0) 7 ra €

{(x1, y1), (X2, Y20, x3, ¥3), oo, (X0 YD}

X1, X5, X3, ey Xy Example: regression

Observations: yi € R
PrY(yilxile) . 2
Probability model: Y;~N(fg(x;),0%)
Y1,¥Y2, Y35 s YMm O]V g-{eF-1k Learn 8 and/or g to maximize ...

Learn 6 to maximize [}, Pry (y;|x;, 6)

the standard loss
function for regression



Probabilistic machine Iearning (a better way to think of loss functions)
n?(\/& ) = fo (x;)

Supervised Learning p(vi=0) = |~ £y (%)

oy, y1), (X2, ¥2), (X3, ¥3), -, (X0, V)3 WJ_( f o be
jw the rangs Cor]

Xl,xZ,X3, ...,xM . ., .
Example: binary classification

Pry (yix;, 6) Observations: y; € {0,1}
Y1, Vo Var oo Vg Probability model: Y; ~ Bin(1, fo(x;))
Goal: Learn 6 to maximize ...

Learn 6 to maximize [}, Pry (y;|x;, 6)
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cross-entropy loss function
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How to do unsupervised learning with gradient descent

Supervised Learning Unsupervised Learning

{1, y1) (2, ¥2), (x3, ¥3), e, (X1, Y1) } {x1,%2,%3, ., Xy }
X1, X5, X3, e, Xy n/a

Pry (yi[x;, 6) Pry (x;|0)

Y1, Y2, Y3 YMm X1,X2, X3, e, X

Learn 6 to maximize [}, Pry (y;|x;, 6) Learn 6 to maximize [}, Pry(x;|6)




Application: name generation

Let the dataset be a collection of names {@abigailo, @andrewr, ...}

Let the letters of a name x be @x;x, -+ x,




RNN is richer than HMM, because each X; depends on the entire history X; X; - X;_4

RNN is simpler than HMM, because there’s less randomness.
We can explicitly write out the probability model Pry(x), which we need for training.

Prxy =+ xn) = p1lx1] X palxa] X -+ X py[x,]



Evaluating an unsupervised model

Lecture 2

Dataset splits

for training your models, for hyper-  forrealistic
fitting the parameters parameter  evaluation
selection

Training goal, summing Evaluation metric, summing
over the training dataset over the test set

M N

| 1 A

mgaxﬁzl: log Pry (x;|0) NZ log Pry(x;|0)
l= =

called the
average log likelihood
(linked to perplexity)



Evaluating a probabilistic model

Lecture 2

Overfitting

the model is too
simple to fit the
data well

the model is too
complex / has too
many parameters

/
: . |2 :
An underfit model An overfit model
thinks the data is thinks every last

mostly noise variation is explicable



Evaluating a probabilistic model

Lecture 7

For a probabilistic Early stopping
model, use

loss = - average log lik(data) loss

training time [epochs]




Evaluating a probabilistic model

Lecture 7

Early stopping

loss

For an unsupervised model, we
can calculate the theoretical
lower bound on training loss.

If our model doesn’t reach this

training time [epochs]
bound, it’s underfitted.
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The best-fitting distribution is the
empirical distribution, which assigns
probability 1/M to each datapoint.
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 Code for regression
 Code for binary classification
 Code + derivation for multiclass?



