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Spoken Communication



Spoken Communication Requirements

Message Construction:

● Is the speaker’s topic development appropriate?
● Has the speaker generated a coherent message?
● Is the speaker using language correctly?

Message Realisation:

● Is word pronunciation correct?
● Is the prosody appropriate for the message to convey / for the environment?



Spoken Language vs. Written Language

 

https://drive.google.com/file/d/1FDboG35gqYxZz3WG-iXXCYC6BUpA7Yfs/view?usp=sharing
https://drive.google.com/file/d/1FDboG35gqYxZz3WG-iXXCYC6BUpA7Yfs/view?usp=sharing


Spoken Language vs. Written Language

 

https://drive.google.com/drive/my-drive
https://drive.google.com/drive/my-drive


So how can we do automated spoken language 
assessment?



Automated Spoken Language Assessment



Automated Spoken Language Assessment



Automated Spoken Language Assessment

Insufficient information 
for assessment: no 

structure, nor information 
about the message



Automated Spoken Language Assessment



Aligning Speech and ASR Text



Audio and Fluency Features



Audio and Fluency Features



Pronunciation Features

● Train model for a speaker’s pronunciation of each phone (Gaussian models for each 
phone)

● Calculate distance between each pair of models (symmetric KL divergence)
● Features: phone-to-phone distances

○ Phone distance features: distances between acoustic models more robust to speaker variability 
(though still depend on speaker’s L1) 

Vowel pairs of poor vs good speaker:



More sophisticated features?



Linguistic features: parse trees
Manual vs ASR transcriptions:

Challenge: is the parser able to capture the syntactic structure with a high enough 
level of accuracy?



Linguistic features: parse trees
● Are parse trees sufficiently robust to extract linguistic features?
● Can we determine the “quality” of the parse trees from ASR transcriptions?



Linguistic features: parse trees
● Are parse trees sufficiently robust to extract linguistic features?
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● Calculate the similarity between the ASR-based parse trees and trees from manual 

transcriptions (using Convolution Tree Kernels)



Convolution Tree Kernels
● Let n be the number of unique subtrees in the training set
● We can then represent a tree by an n dimensional feature vector 

○ Each element contains the frequency of a subtree 

● The tree kernel is then defined as the inner product between two trees:

● The tree kernel similarity score for the entire set then is:



Linguistic features: parse trees
● Are parse trees sufficiently robust to extract linguistic features?
● Can we determine the “quality” of the parse trees from ASR transcriptions?
● Calculate the similarity between the ASR-based parse trees and trees from manual 

transcriptions (using Convolution Tree Kernels)



Linguistic features: parse trees
● Are parse trees sufficiently robust to extract linguistic features?
● Can we determine the “quality” of the parse trees from ASR transcriptions?
● Calculate the similarity between the ASR-based parse trees and trees from manual 

transcriptions (using Convolution Tree Kernels):

per speaker



POS features

POS unigram features more robust to ASR errors (though first need to remove eg, 
partial words and hesitations):



Any features that might help us wrt ASR errors?



ASR Confidence features

Confidence wrt whether a phone/word/utterance has been correctly recognised.

Low confidence reasons:

● Unclear/incorrect pronunciation
● Strong accented speech
● Grammatical errors and disfluencies

Thus, “better” speakers would have higher confidence scores. 

Feature: word posterior probabilities as the confidence score of word hypotheses



Automated grading: Gaussian Process
● A non-parametric Bayesian model for approximating an unknown function

○ Function that maps feature vector into a score/grade
● Provides a measure of the uncertainty around this estimate

○ Variance of function used to assign a measure of confidence to a score/grade
● Parameterised by a mean function and a covariance function:

● A Gaussian Process trained on five data points: (1-dimensional case):
○ Bands: predicted Gaussian distribution 
○ Middle line: mean
○ Coloured band: variance contours



Automated grading: evaluation



Room for improvement?


