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Paper

I Published in March 2017

I 91 citations until now



Motivation

I Learning a meaningful latent space for discrete inputs



Previous Approaches: Char-VAE [1] [3]

Figure 1: Model from [1]

I Problem: decoder sometimes generates invalid strings



Insight

I Many discrete objects (including molecules) can be described
as a parse tree from a context free grammar



Insight(2)

I Encoding and decoding parse trees ensures that all outputs
are valid

I It also frees the model from learning ‘syntactic’ rules



Encoder



Encoder: molecule to parse tree



Encoder: parse tree to production rules



Encoder: production rules to one-hot embeddings



Encoder: one-hot embeddings to latent representation



Decoder



Decoder: one-hot embeddings to latent representation



Decoder: latent representation to logits sequence



Decoder: from sequence of rules to a molecule



Evaluation



Evaluation 1: Latent Space Visualization



Evaluation 2: Predictive Performance of Latent
Representation



Evaluation 3: Optimization in Latent Space

Figure 2: Fraction of valid molecules found by method

Figure 3: Scores obtained by bayesian optimization in latent space



Discussion



Discussion 1: What about Semantic constraint?

I GVAE makes sure the ouput is syntactically correct, but what
about semantic constraints?

I [2] tries to extend GVAE to include semantic constraint



Discussion 2: Evaluation

The paper presents 3 evaluation techniques

I Evaluation on supervised task is standard and not very
interesting

I Latent space visualization is just a nice picture

I Optimization in latent space is insightful: what about
gradient-based optimization instead of bayesian optimization?



Discussion 3: Encoder vs Decoder

Their model consists of a 1D CNN encoder and a GRU for the
decoder.

I Most autoencoders seen so far have the same encoder and
decoder

I Does it make a difference whether encoder and decoder are
the same type of model, or are different?



Questions?
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