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- Since the state space $\Sigma_{n}$ has size $n!$, we have

$$
t_{m i x} \approx \ln \left(\left|\Sigma_{n}\right|\right)
$$
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- | $t$ | $\leq 4$ | 5 | 6 | 7 | 8 | 9 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta(t)$ | 1.00 | .92 | .61 | .33 | .17. | .09 |
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\begin{aligned}
|V| & =6 \\
\tau_{c o v}(G) & =9 .
\end{aligned}
$$
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Choose any root $v_{0}$ for $T$ and fix a tour $v_{0}, \ldots, v_{2 n-2}$ on $T$ which visits every vertex and returns to the root.
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$$
t_{c o v}(G) \leq \sum_{i=0}^{2 n-3} h_{v_{i}, v_{i+1}}=\sum_{x y \in E(T)}\left(h_{x y}+h_{y x}\right) \leq 2 \sum_{x y \in E(T)} 2|E| \leq 4 n|E|
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since for any $x y \in E$ we have $h_{x, y} \leq 2|E|$.

## Matthews bound

For any graph $G$ we have

$$
t_{c o v}(G) \leq\left(\sum_{m=1}^{n-1} \frac{1}{m}\right) \cdot \max _{x, y \in V} h_{x, y} \approx(\ln n) \cdot \max _{x, y \in V} h_{x, y}
$$
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## Random Walk on a path
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Proof: Let $f_{k}=h_{k, n}$ and observe that $f_{n}=0$. By the Markov property

$$
f_{0}=1+f_{1} \quad \text { and } \quad f_{k}=1+\frac{f_{k-1}}{2}+\frac{f_{k+1}}{2} \quad \text { for } 1 \leq k \leq n-1
$$

System of $n$ independent equations in $n$ unknowns so has a unique solution.
Thus it suffices to check that $f_{k}=n^{2}-k^{2}$ satisfies the above. Indeed

$$
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For the path $P_{n}$ on $n$ vertices we have

$$
n^{2} \leq t_{c o v}\left(P_{n}\right) \leq 2 n^{2}
$$

Proof: For the lower bound, take the random walk from the left hand end point (vertex 0). To cover the path we must at reach the righthand end point (vertex $n$ ), this takes time $n^{2}$ in expectation.

For the upper bound the max time to reach one end point from any start point is at most $n^{2}$. Now from this end point if we reach the opposite end point we must have visited every vertex, this takes an additional $n^{2}$ expected time.
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## Proposition

The $s-t$ Connectivity Algorithm runs in time $4 n^{3}$ and returns the correct answer w.p. at least $1 / 2$ and never returns True incorrectly.

Proof: By Markov inequality if there is a path to $t$ we will find it w.p. $\geq 1 / 2 . \square$

- Running this $T$ times gives the correct answer with probability $\geq 1-1 / 2^{T}$.
- Only uses logspace.
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$\begin{array}{llllllllll}\mathrm{F} & \mathrm{F} & \mathrm{T} & \mathrm{T} & \mathrm{F} & \mathrm{T} & \mathrm{T} & \mathrm{F} & \mathrm{T} & \mathrm{T}\end{array}$


| $t$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | F | F | F | F |
| 1 | F | F | F | T |
| 2 | F | T | F | T |
|  |  |  |  |  |

## 2-SAT
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- Call each loop of (2) a Step. Let $A_{i}$ be the variable assignment at step $i$.
- Let $S$ be any solution and $X_{i}=\mid$ variable values shared by $A_{i}$ and $S \mid$.
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## 2-SAT

## RAND 2-SAT Algorithm

(1) Start with an arbitrary truth assignment.
(2) Repeat up to $2 n^{2}$ times, terminating if all clauses are satisfied:
(a) Choose an arbitrary clause that is not satisfied
(b) Choose one of it's literals UAR and switch the variables value.
(3) If a valid solution is found return it. O/W return unsatisfiable

- Call each loop of (2) a Step. Let $A_{i}$ be the variable assignment at step $i$.
- Let $S$ be any solution and $X_{i}=\mid$ variable values shared by $A_{i}$ and $S \mid$.


## Example 2 : Solution Found

| T | F | F | T | T | T | T | F | T | F |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |



$$
S=(\mathrm{T}, \mathrm{~F}, \mathrm{~F}, \mathrm{~T})
$$

## 2-SAT and the SRW on the path

Expected iterations of (2) in RAND 2-SAT
If a valid solution $S$ exists then the expected number of iterations of loop
(2) before RAND 2-SAT outputs a valid solution is at most $n^{2}$.
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Notice that if $X_{i}=n$ then $A_{i}=S$ thus solution found (may find another first).
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Proposition
Provided a solution exists the RAND 2-SAT Algorithm will return a valid solution in time $2 n^{2}$ with probability at least $1 / 2$.

