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Trust & Technology Initiative

• Multi-disciplinary research initiative exploring the dynamics of trust and distrust 
around internet technologies, society, and power.

• Website: www.trusttech.cam.ac.uk

• Twitter: @CamTrustTech

• Mailing list: www.bit.ly/CamTrustTechList 

• Zotero: www.bit.ly/CamTrustTechLibrary 









Introduction

• Automation bias

• Opacity

• Normativity

• Errors

• Bias

• Discrimination

• Predictive privacy harms

• Surveillance

• Solutionism



Automation bias

• People are… 

• More likely to trust decisions made by machines than by other people 

• Less likely to exercise meaningful review of or identify problems with 
automated systems

• Problem for…

• Engineers

• Users

• Reviewers



Opacity

• Problems for 

• Design and engineering

• Problems for accountability and oversight



Normativity

• Technology is neither good nor bad – but also not neutral

• Algorithm: “a series of steps undertaken in order to solve a particular problem or 
accomplish a defined outcome” (Diakopoulos 2015).

• Technology – including ML – is inherently normative

• In what context could a given ML system be used and for what purpose?



Errors

• All predictive systems have margins of error

• Training = to within an acceptable margin of error

• ML systems will make mistakes and these mistakes will have consequences

• Engineers need to think about

• Detecting errors

• Rectifying of errors

• Accommodating errors







Bias

• Sentencing algorithm used in US criminal justice system

• Of those predicted to reoffend, 61% were subsequently arrested

• But not equal – when other factors controlled for:

• White defendants routinely mislabelled as low risk

• Black defendants 77% more likely to be rated at a higher risk of committing a 
violent crime

• Black defendants 45% more like to be predicted to commit any crime





















https://www.youtube.com/watch?v=TWWsW1w-BVo&t=74s

https://www.youtube.com/watch?v=TWWsW1w-BVo&t=74s


Bias

• Particular groups are or historically were treated less favourably -> model which 
repeats this difference in treatment

• Particular groups are or were societally disadvantaged -> model which repeats the 
disadvantage

• Training data not sufficiently varied for the system to have been trained to 
adequately handle all possible inputs -> model which is incapable of dealing with 
certain inputs equally to others



Bias

• ML can encode historical practices into predictions about the future

• ML systems are limited by their training data

• ML trained on data about society will reflect society’s biases and prejudices

• Poorest, most marginalised, and most vulnerable are most likely to be affected



Discrimination

• ‘Fair’ systems can still be discriminatory

• Discrimination is a legal term (Equality Act 2010)

• Direct discrimination: where people are treated less favourably on the basis of 
a protected characteristic

• Indirect discrimination: where rules that appear to treat everyone equally have 
the practical effect of excluding, placing onerous requirements on, or 
disadvantaging people who share a protected characteristic 



Predictive privacy harms

• Inaccurate predictions with consequences for individual

• Accurate predictions disclosed to wrong person

• Predictive privacy harms can feed into discriminatory actions and other problems



Predictive privacy harms



Predictive privacy harms



Surveillance

• ML is increasingly used in surveillance

• Predictive analytics

• Biometric identification

• Surveillance capitalism

• State security and intelligence agencies

• Voter surveillance and microtargeting



Solutionism

• Technology is often presented as an obvious solution to difficult problems

• But: socio-economic problems are rarely solved by technology

• Questions:

• What problem are we trying to solve?

• Is the best solution to that problem a technical one?

• If so, is machine learning the correct technical solution to that problem?



Conclusions

• Machine learning problems are human problems with human responsibility

• Training datasets compiled by people

• Models constructed by people

• Models trained and tested by people

• Systems used for purposes determined by people to achieve outcomes desired by 
people

• Replicating human bias is an engineering failure

• Problems can only be avoided if you know about the risks and proactively take steps to avoid 
them
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