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In this Lecture

• What are robot control architectures? 

• Reactive programming 

• Control architectures:  3 examples 

Credits: 

• Examples from ‘Elements of Robotics’, F. Mondada et al., 2018 

• Examples from Radhika Nagpal’s course at Harvard 

• Examples from ‘AI Robotics’, R Murphy et al., 2000
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Control Architectures
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Control Architectures
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Perception-Action Loop

• Basic building block of autonomy
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perception

action

Three main variants: 
1. Reactive, w/o memory  
2. Reactive, with memory  
3. Deliberative

decision-making and control interaction with the world



Perception-Action Loop

• Gedanken experiment:

Mobile Robot Systems — Lecture 2: Control Architectures !6

decision-making and controlinteraction with the world

moon
384’400km

3 * 108 m/s

Q: How much time passes between control commands?

perception

action



Reactive vs. Deliberative
• Reactive vs. deliberative: 

‣ Reactive:  

‣ Control uses current estimate of world, time-invariant rules produce 
action; simple and fast to compute 

‣ Examples: Braitenberg vehicles, Subsumption Architecture  
⟶ Lecture 2 

‣ Deliberative:  

‣ Predictions of future states are made; sequences of actions are planned 
that optimize some metric 

‣ Examples: A* algorithm, RRTs (Rapidly-exploring Random Tree)  
⟶ Lecture 6
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Q: What are the Pros / Cons of these two approaches?



Braitenberg Vehicles

• Purely reactive behavior: action related to the occurrence of an 
event, and does not depend on state (memory) 

• Proximal architecture (control output ‘close’ to sensor input) 

• History: Valentino Braitenberg, neuroscientist; his book “Vehicles” 
describes ‘intelligent’ vehicles using imagined technology 

• MIT Media Lab later produced working prototype 

References: 

• Braitenberg, V.: Vehicles: Experiments in Synthetic Psychology. MIT Press, 
Cambridge (1984)  

• Hogg, D.W., Martin, F., Resnick, M.: Braitenberg creatures. Technical report E&L 
Memo No.13, MIT Media Lab (1991). http://cosmo.nyu.edu/hogg/lego/
braitenberg_vehicles.pdf 
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Braitenberg Vehicles
• Initially constructed as thought experiments 

• Sensors directly connected to the motors (cf. living creature)
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3.5 Braitenberg’s Presentation of the Vehicles 51

3.5 Braitenberg’s Presentation of the Vehicles

Valentino Braitenberg’s vehicles were constructed as thought experiments not
intended for implementation with electronic components or in software. The vehi-
cles had sensors directly connected to the motors as in the nervous system of living
creatures. Some vehicles were designed with memory similar to a brain.

Figures3.7 a–b show robots that demonstrate Braitenberg’s presentation. They
have light sensors (the semicircles at the front of the robots) that are connected
directly to the motors of the wheels. The more light detected, the faster each wheel
will turn, as indicated by the + signs on the connections. If a strong light source is
directly ahead of the robot, both sensors will return the same value and the robot will
move rapidly forwards. Suppose now that the light source is off to the left. For the
robot in Fig. 3.7 a, the left wheel will turn rapidly and the right wheel will turn slowly.
This results in the robot turning sharply right away from the light source. Braitenberg
called this vehicle coward. For the robot in Fig. 3.7 b, the right wheel turns rapidly
and the left wheel turns slowly so the robot turns towards the light source, eventually
crashing into it. This behavior is aggressive.
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Braitenberg Vehicles
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• Difference (gradient) between sensors (across symmetry axis) 

• Sensors can (+) excite or (-) inhibit motors 

• Original idea worked with light sensors

excitatory:

inhibitory:

? ?

? ?

coward aggressive

loving explorer
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Braitenberg Vehicles
• Case study: line following 

• 2 floor sensors, 2 motors 

• What are the control inputs to left / right motors?
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3.4 Line Following 45

Fig. 3.3 A robot with two ground sensors over a line

Fig. 3.4 Leaving the line

a line, the robot must decide whether it is on the line or not, and if it starts to leave
the line on one side, it must turn in the correct direction to regain the line.

3.4.1 Line Following with a Pair of Ground Sensors

To follow a line, a pair of ground sensors can be used (Fig.3.3).2 A ground sensor on
a light-colored floor will detect a lot of reflected light. If a dark line is painted on the
floor, the sensor will detect very little reflected light when it is over the line.3 The line
should be black for increased contrast with the white floor, but the figure displays
the line in light gray so as not to obscure the robot and its sensors. Thresholds are
used to determine when the event occurs of a sensor moving from detecting the line
to detecting the floor or conversely.

The line must be wide enough so that both ground sensors will sense dark when
the robot is directly above the line. The sensors do not have to be entirely over the
line; it is sufficient that the amount of light reflected from line onto the sensor be
below the threshold defined for black.

To implement line-following, the robotmustmove forwardwhenever both sensors
detect a dark surface, indicating that it is on the line. If the robot starts to leave the
line, either the left or the right ground sensor will leave the line first (Fig.3.4):

• If the robot moves off the line to the left, the left sensor will not detect the line
while the right sensor is still detecting it; the robot must turn to the right.

• If the robot moves off the line to the right, the right sensor will not detect the line
while the left sensor is still detecting it; the robot must turn to the left.

2The figure shows a top view although the ground sensors are on the bottom of the robot.
3Our presentation of the line following algorithms assumes that the floor is light-colored. If your
floor is dark-colored, a white line should be used.
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Braitenberg Vehicle — Applied
• 2 actuators (differential-drive wheels) 

• 8 distance sensors (5 front, 3 back)
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Braitenberg Applied to e-puck

• 2 actuators
• 8 proximity sensors

• Motor speed is a linear 
combination:
𝑣𝑣𝐿𝐿
𝑣𝑣𝑅𝑅 = 𝛼𝛼𝐿𝐿𝐿 𝛼𝛼𝐿𝐿𝐿

𝛼𝛼𝑅𝑅𝐿 𝛼𝛼𝑅𝑅𝐿
⋯ 𝛼𝛼𝐿𝐿𝐿
⋯ 𝛼𝛼𝑅𝑅𝐿 �

𝑑𝑑𝐼𝐼𝑅𝑅𝐿
⋮

𝑑𝑑𝐼𝐼𝑅𝑅𝐿

43

+ 𝑣𝑣𝐿𝐿𝐿
𝑣𝑣𝑅𝑅𝐿

bias

Motor input is a linear combination of sensor inputs!

base forwards velocity

distance measurements 
for each sensor

weights

distance sensorvisibility cone



Artificial Neural Network
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Ex. 2: Artificial Neural NetworkEx. 2: Artificial Neural Network
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Motor input is a non-linear combination of sensor inputs!

input to neuron i

* image credit: A. Martinoli



Control Architectures
How to combine the three elemental modules? 

 
Three classical examples: 

1. Finite state machine (reactive, sequential) 

2. Subsumption architecture (reactive, concurrent) 

3. Sense-plan-act (deliberative)
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Running case-study: Pick Up the Trash 
(AAAI Competition, 1994-1995)

180 5 Designing a Reactive Implementation

Figure 5.10 A Pioneer P2-AT with a forklift arm suitable for picking up soda cans.
(Photograph courtesy of ActivMedia, Incorporated.)

to N, then the robot is “close enough” to the trash can and the robot can drop
the can.

There are two problems with the behavior table. The first is that it doesn’t
show the sequence, or flow of control, clearly. The second is how did the
designer come up with those behaviors? This is where a FSA is particularly
helpful. It allows the designer to tinker with the sequence and represent the
behavioral design graphically.

Fig. 5.11 shows a FSA that is equivalent to the behavior table. The FSA
may be clearer because it expresses the sequence. It does so at the cost of not
showing precisely how the sequence would be implemented and encour-
aging the designer to create internal states. A programmer might imple-
ment two wander behaviors, one which is instantiated by different releasers
and terminates under different conditions, and two move-to-goal behaviors.
Many designers draw and interpret FSA as carrying forward previous re-
leasers. For example, the correct transition from Grab Trash to Wander For
Trash can is FULL and NO_BLUE, but a designer may be tempted to label the
arrow as only NO_BLUE, since to get that state, the gripper had to be FULL.
This is a very dangerous mistake because it assumes that the implementation
will be keeping up with what internal state the robot is in (by setting a vari-

* image: Murphy et al. 2000

perception

action

plan

• red soda cans 
• blue rubbish bins



Finite State Machines
• Before: Braitenberg vehicles operate on current input values only 

• Next: add state (the robot remembers what state it is in) 

• Finite State Machines / Finite Automata: consist of a finite set of 
states and transitions between these states

Mobile Robot Systems — Lecture 2: Control Architectures !15

off

lever down ⟶ turn heat on

on

timer expired ⟶ turn heat off

true

Simple example: a toaster



Finite State Machines
• FSM for an exploring robot
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random 
walk

inspect 
object

object found

avoid

inspection finished

obstacle 
avoided

obstacle 
encountered

perception

action

decision-making



Finite State Machines
• Example: Pick up the Trash
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wander for 
trash

move to 
trash

gripper empty & see red

grab trash

wander for 
bin

move to 
bin

drop trash

gripper empty & at red

gripper full

gripper full & see bluegripper full & at blue

gripper empty



Finite State Machines
• Example: Pick up the Trash
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wander for 
trash

move to 
trash

gripper empty & see red

grab trash

wander 
for trash 

can

move to 
trash can

drop trash

gripper empty & at red

gripper full

gripper full & see bluegripper full & at blue

gripper empty

3 tries

gripper empty
gripper empty



Two Paradigms
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perception actionplan

sensors  |  extract features  |  model  |  plan tasks  |  execute tasks  |  control motors  |  actuators

perception action

sensors actuators
avoid obstacles
explore world

build maps

perception action

perception action

Serial architecture:

Concurrent behaviors:

(a) prioritize 
(b) combine



Subsumption Architecture

• Radical new idea: concurrent behaviors 
• Rodney Brooks, 1986, MIT: “A robust layered control system for a 

mobile robot” ⟶ over 11’500 citations to date. 

• Precursors: Braitenberg (1984) 

• Robot has several behavioral modules (basic behaviors), each is 
represented by an augmented finite state machine. 

• Response to sensor input: predominantly rule-based (discrete) 

• Coordination of behaviors: priority-based, via inhibition and 
suppression
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Subsumption Architecture
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behavioral module

S

I

inhibitor

suppressor

Inhibitor: inhibits input signal 
Suppressor: replaces signal with suppressing signal

inputs outputs



Subsumption Architecture
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Layer 0

• Higher levels subsume the roles of lower levels when they wish to take control 
• Each behavioral layer runs independently, concurrently, and asynchronously

actuatorssensors

Layer 1

Layer 2



Subsumption Architecture
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A R,'bust Layered Contr,-4 System f-,r ;i .b l bt 13

robot colde robot

sonar -mapmor

command

Figure 5. The level 0 contrcl system.

to avoid any obvious obstacles. This computation implicitly subsumes the computa-
@ *tions of the runaway module, in the case that there is also a heading to consider. In

fact the output of the avoid module suppresses the output from the runaway module
as it enters the motor module.

Figure 6 gives a complete description of how the modules are connected together. Note
that it is simply figure 5 with some more modules and wires added.

4.3 Second Level

Level two is meant to add an exploratory mode of behavior to the robot, using visual
observations to select interesting places to visit. At the time of writing only the non-vision
aspects of this level have been fully implemented. They provide a means of position servoing
the robot to a desired relative position despite the presence of local obstacles on its path
(as detected with the sonar sensing system). The wiring diagram is shown in figure 7. Note
that it is simply figure 6 with some more modules and wires added.
* The grabber module ensures that level R has control of the motors by sending a halt

signal to the motor module, then temporarily inhibiting a number of communications
paths in the lower levels so that no new actions can be initiated (thus for a brief two
seconds the robot is unable to avoid approaching objects), and waiting for the motor
module to indicate that it is no longer controlling a robot motion. At this point the
sensors will be giving stable readings sufficient to plan a detailed motion, so a goal can
be sent to the pathplan module.

- The monitor module continually monitors the status of the motor module. As soon
as that module becomes inactive the monitor module queries the robot via a direct
connection to get a reading from its shaft encoders on how far it has travelled. Thus

- t. .... ,,...,.,... .~L.d tJ 5 lm nm a mnal~od I ~lml ' - " :" : ' '- " . " " " 7,-",

From Brooks’ paper:

Layer 0: makes sure robot does not come into contact with other objects



Subsumption Architecture
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From Brooks’ paper:

Layer 0 + Layer 1: robot can wander without colliding

A Rnbust Layered Control System f.r a M. bile R..b.-,t 14

b'p.

ery robot comde robot

ap sonar map motor

T a m li command a

f~fforce

hdgttaheadingL- wander

Figure 6. The level 0 control system augmented with the level 1 system.

nit is able to track each motion, whether it termina te actlnded or if there was an
.. early halt due to looming obstacles.

t The Integrate module accumulates reports of motions from the monitor module"' and always sends its most recent result out on its integral line. It gets restarted by

.

• application of a signal to its reset input.
0 The pathplan module takes a goal specification (in terms of an angle to turn, a distance

to travel, and a final orientation) and attempts to reach that goal. To do this it sends
headings to the avoid module, which may perturb them to avoid local obstacles, and
monitors its integral input which is an integration of actual motions. The messages
to the avoid module suppress random wanderings of the robot, so long as the higher
level planner remains active. When the position of the robot is close to the desired
position (the robot is unaware of control errors due to wheel slippage etc., so this is a
dead reckoning decision) it outputs the goal to the straighten module.

% The straighten module is responsible for modifying the final orientation of the robot.
Any command with just an angular heading will not get through the avoid module as

. ~ ~it filters out small motions, since the pressure of forces from remote obstacles would .!i
," otherwise make It "buzz" with large turns and small forward motions. Therefore the

fn or.t.-..g . .. a .... pla. p. . . -, - . .. -. ... . . .me-ns . t
, ' " ,% m "." . . . - % • --.* ,• t . . ".. ="% " ,.o." " .°  . •" °  . ." ." • I.'" : J .% *."
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Subsumption Architecture
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approaching blue drop can

extract-color(red)

extract-color(blue) move-to-goal(bin)

move-to-goal(can)

gripper-status

wander turnS

I

gripper full

gripper empty

IS

S

at blue

• Example: Pick up the Trash

heading

can 
detected

bin 
detected
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https://www.youtube.com/watch?v=9u0CIQ8P_qk



Sense-Plan-Act
• Classical paradigm (serial): deliberative.
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perception actionplan

sensors  |  extract features  |  model  |  plan tasks  |  execute tasks  |  control motors  |  actuators

• Example: Pick up the Trash

Sense and construct model of 
world: 
E.g., position of all cans, 
position of trash can, position 
of all obstacles, robot position. 
Assumption that world model is 
complete and error-free! 
Static world.

Plan a sequence of actions: 
E.g., “go to location (x1,y1), pick 
up can, go to location (x2, y2), let 
go of can” 
The sequence should be optimal.

Execute sequence of actions. 
E.g., plan a path to can location. 
Plan gripper motion to grasp 
can. The motion plans should be 
optimal.



Considerations

How to choose an appropriate architecture?  

• What is the application?  

• Need for parallel behaviors? 

• Is the environment very dynamic? 

• Robustness to failure and large uncertainties 

• Computational complexity 

• Fast + reactive, versus slow + deliberative 

• Predictability of robot behavior (proofs and guarantees), e.g.: 

‣ Can we guarantee that robot will reach goal destination? 

‣ Can we prove that the robot will never collide with a human?

!28Mobile Robot Systems — Lecture 2: Control Architectures



Other Classical Paradigms
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Visualization of Vector field for Ex 4Visualization of Vector field for Ex. 4
Avoid-static-obstacle

Obstacle

V SdRfGdS
Sdfor

≤
−

>0

Obstacle

Vmagnitude =
Rdfor

SdRforG
RS

≤∞

≤<
−

S = b t l ’ h f i fl ObstacleS = obstacle’s sphere of influence
R = radius of the obstacle
G = gain
D = distance robot to obstacle’s center

Vdirection = radially along a line 
between robot and

D = distance robot to obstacle s center

between robot and 
obst. center, directed 
away from the obstacle

• Potential Field (Khatib, 1986) 

• Motor Schema (Arkin, 1989)

Potential Field 
(Lecture 6 & Assignment 2)

Motor Schema



Current Trends in Control Architectures
• Principled architectures being replaced by end-to-end mechanisms 

• Data-driven approaches to produce proximal, black-box architectures 
for end-to-end sensorimotor control (cf. ANN architecture on slide 13) 

• Key idea: 

‣ Learn complex mappings: sensor input to control output 

‣ Leverage a large volume of task-specific data  

‣ Leverage abstraction abilities afforded by deep neural networks 

• Challenges: 

‣ Where does the training data come from? 

‣ How to generalize to arbitrary (previously unseen) environments? 

‣ How to transfer from simulation to reality (Sim2Real)?

!30Mobile Robot Systems — Lecture 2: Control Architectures



Further Reading
Books that cover fundamental concepts: 

• Elements of Robotics, F Mondada et al., 2018 

• Autonomous Mobile Robots, R Siegwart et al., 2004
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Braitenberg Vehicles: 

• Braitenberg, V.: Vehicles: Experiments in Synthetic Psychology. MIT Press, Cambridge(1984)  

• Hogg, D.W., Martin, F., Resnick, M.: Braitenberg creatures. Technical report E&L Memo No.13, MIT Media 
Lab (1991). http://cosmo.nyu.edu/hogg/lego/braitenberg_vehicles.pdf 

Seminal papers: 

• Motor Schema-Based Mobile Robot Navigation, RC Arkin, 1989 

• A Robust Layered Control System for a Mobile Robot, RA Brooks, 1985

A few examples of current trends: 
• Muller, Urs, Jan Ben, Eric Cosatto, Beat Flepp, and Yann L. Cun. "Off-road obstacle avoidance through end-

to-end learning." In NIPS, pp. 739-746. 2006. 
• M. Pfeiffer, M. Schaeuble, J. Nieto, R. Siegwart, C. Cadena. ”From Perception to Decision: A Data-driven 

Approach to End-to-end Motion Planning for Autonomous Ground Robots” in IEEE ICRA, 2017. 
• Guan-Horng Liu, Avinash Siravuru, Sai Prabhakar, Manuela Veloso, George Kantor; “Learning End-to-end 

Multimodal Sensor Policies for Autonomous Navigation”, 1st Conf. on Robot Learning, PMLR 78:249-261, 
2017.



Forward Kinematics
• Differential equations describe robot motion 

• How does robot state change over time as a function of control 
inputs?
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Practicals

• Intel lab, nook in the North corner 

• Today: 14:00-16:00 

• We will be present to trouble-shoot and answer your questions.
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