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L41: Lab 5 — TCP Latency and Bandwidth

* TCP congestion control
* TCP Protocol Control Block (TCPCB)
* Experimental questions
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Lecture 6: TCP goals and properties
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Network may delay, (reorder),
drop, corrupt packets

TCP: Reliable, ordered, stream
transport protocol over IP

Three-way handshake: SYN / SYN-
ACK / ACK (mostly!)

Sequence numbers ACK'd; data
retransmitted on loss

Round-Trip Time (RTT) measured
to time out loss

Flow control via advertised
window size in ACKs

Congestion control (‘fairness’) via
packet loss and ECN
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Lecture 6: TCP congestion control and

avoidance
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Lecture 6: TCP time/sequence graphs

e Extracted from TCP
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Lecture 6: Data structures — sockets, control blocks

Socket and Internet Protocol TCP Protocol
Socket Buffers Control Blocks Control Blocks
P> >
socket inpcb tcpcb

inp_ppcb
List/hash entries
IP/port 4-tuple
IP options
Flow/RSS state

Protocol

Description
>
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tcptw
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t cpcb sender-side data-structure fields

Described in more detail in the lab assignment:
Last received advertised flow-control window.
Current calculated congestion-control window.

Current slow-start threshold: if snd cwnd is
less than or equal to snd ssthresh, then TCP is in slowstart;
otherwise, it is in congestion avoidance.

* Instrument tcp do segment using DTrace to inspect
TCP header fields and t cpcb state

* Packets on client’ and ‘server’; tcpcb only on ‘server’.

e Use as input to time—sequence-number or time—
bandwidth plots.

e Make sure to flush the TCP host cache between
benchmark runs.



Experimental questions for the lab report

* Plot network latency vs. TCP bandwidth. Does linear
increase in latency mean linear decrease in
bandwidth? How does socket-buffer auto-resizing

help/hurt/not change performance?

* Explore the effects of socket-buffer limits and stack
graph information on the flow-control versus
congestion-control limits. How does socket-buffer
auto-resizing help/hurt/not change performance?

* Explore how latency affects the time taken to leave
slow start.



This lab session

* Ensure that you are able to properly extract both TCP
header and tcpcb fields from the
tcp do segment FBT probe.

* Generate the data for a time—bandwidth graph.

* Generate the data for a time—sequence-number
graph.

e Ask us if you have any questions or need help.



