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Deep Learning Packages



Theano



PyTorch

http://pytorch.org/about/



Tensorflow

TensorFlow, as the name indicates, is a framework to define and run computations involving tensors. A tensor is 
a generalization of vectors and matrices to potentially higher dimensions. Internally, TensorFlow represents 
tensors as n-dimensional arrays of base datatypes. (https://www.tensorflow.org/programmers_guide/tensors)

"When Graham Bell invented the telephone, 
he saw a missed call from Jeff Dean."

https://www.tensorflow.org/programmers_guide/tensors


Tensors Mathematically
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3rd order tensor

Tensors are higher-order generalizations

of matrices (multi-linear algebra)

Matrices can be thought of as 2-D tables of numbers,

or linear maps; 


likewise Tensors are N-D tables of numbers,

or multilinear maps:

f : V1 ⇥ · · ·⇥ Vn ! W



Matrixflow?

This film is n’t great



Tensors

This film is n’t great
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Padded Input



Numpy vs. Tensorflow
• Tensorflow shares many features with numpy


• Values returned from a TF fetch are numpy values


• Common programming paradigm is:


•  compute values using the TF graph (e.g. training a model);


•  fetch particular values from the graph (e.g. value of the 
loss function); 


• and then perform further computation in numpy/python 
(e.g. for evaluation)



Programming in Tensorflow

Tensorflow uses a declarative programming paradigm,

and builds a computation graph statically,


with python and C++ APIs



Dataflow Graphs

TensorFlow uses a dataflow graph to represent your computation in terms of the dependencies between individual 
operations. This leads to a low-level programming model in which you first define the dataflow graph, then create a 
TensorFlow session to run parts of the graph (https://www.tensorflow.org/programmers_guide/graphs)

https://www.tensorflow.org/programmers_guide/graphs


Linear Regression Example

Taken from https://cs224d.stanford.edu/lectures/CS224d-Lecture7.pdf
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Linear Regression Example

Taken from https://cs224d.stanford.edu/lectures/CS224d-Lecture7.pdf
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Tensorboard
• Great for graph visualization



A Simple Tensorflow Graph



A Simple Tensorflow Graph



Tensorflow Sessions



Tensorflow Sessions



Evaluation in Sessions



Types in a TF Program



Types in a TF Program



The Default Graph



Variables in Tensorflow



Initializing Variables



Initializing Variables



Initializing Variables



Updating Variables



Importing Data



Importing Data



Importing Data



Linear Regression Example
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Linear Regression Example


