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Image Captioning

Vision Language

Taken from Vinyals et al. 2015



Image Captioning

Modified from Socher et al. 2011



Image Captioning

quietly enters the historic church…

Multimodal 
“meaning space”



Image “Translation”

Multilingual 
meaning space



Image “Translation”

Multimodal 
meaning space

Some cycles and people outside the historic round church



Caption Model

Taken from Vinyals et al. 2015: Show and Tell: A Neural Image Caption Generator



Model Optimization

Taken from Vinyals et al. 2015

Optimized using stochastic gradient descent



Is That It?! Yup, Pretty 
Much

State-of-the-art CNN for object classification; LSTM for the sentence generation 

Image is input only once to the LSTM at the beginning


LSTM trained from scratch, only top layer of CNN retrained


CNN pre-trained on object classification; no pre-training of word embeddings


Beam search (20) used to perform the argmax at test time (better than greedy)


SGD with fixed learning rate and no momentum


Dropout and ensembles used to combat overfitting




Datasets

Taken from Vinyals et al. 2015



Results

Taken from Vinyals et al. 2015



Results

Taken from Vinyals et al. 2015



Generation Diversity

Taken from Vinyals et al. 2015



Word Embeddings

Taken from Vinyals et al. 2015



Example Output

Taken from Vinyals et al. 2015



Captions with Attention

• Show, Attend and Tell: Neural Image Caption Generation 
with Visual Attention, Xu et al. 2015


• Nice demo at http://kelvinxu.github.io/projects/
capgen.html

http://kelvinxu.github.io/projects/capgen.html
http://kelvinxu.github.io/projects/capgen.html


How Hard is the Task?



How Hard is the Task?

These examples from:

 http://www.cs.toronto.edu/~fidler/slides/2017/CSC2539/Kaustav_slides.pdf



How Hard is the Task?



How Hard is the Task?



How Hard is the Task?



How Hard is the Task?



How Hard is the Task?



How Hard is the Task?



Visual Question Answering

What Does the Sign Say?



Visual Question Answering

What Does the Sign Say?

Taken from Agrawal et al. 2016



Visual Question Answering

What is the mustache made of?



Visual Question Answering

What is the mustache made of?

Taken from Agrawal et al. 2016



Visual Question Answering

Taken from Agrawal et al. 2016



Visual Question Answering

Taken from Agrawal et al. 2016



CLEVR Dataset

Taken from Johnson et al. 2016: CLEVR: A Diagnostic Dataset 

for Compositional Language and Elementary Visual Reasoning



Clever Hans

Taken from: https://en.wikipedia.org/wiki/Clever_Hans



CLEVR

Taken from Johnson et al. 2016



CLEVR

A functional program is used to generate the questions and answers, 

given a randomly generated image; see Johnson et al. 2016 for details



Systems Tested
• Question LSTM without looking at the image (46.8% acc)


• CNN (image) + Bag-of-words (question) (48.4%)


• CNN + LSTM (52.3%)


• CNN + LSTM + sophisticated pooling (51.4%)


• CNN + LSTM + spatial attention (68.5%)



Relation Networks

Taken from: Santoro, Raposo et al. 2017: 

A simple neural network module for relational reasoning



Relation Networks

Taken from: Santoro, Raposo et al. 2017: 

A simple neural network module for relational reasoning



Relation Networks

Taken from: Santoro, Raposo et al. 2017: 

A simple neural network module for relational reasoning



Superhuman Performance!

Taken from: Santoro, Raposo et al. 2017: 

A simple neural network module for relational reasoning
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