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Overview of the course

• Theory driven approaches to HCI
• Design of visual displays
• Goal-oriented interaction
• Designing smart systems (guest lecturer)
• Designing efficient systems
• Designing meaningful systems (guest lecturer)
• Evaluating interactive system designs
• Designing complex systems
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Lecture 1:
Theory driven approaches to HCI 
What is a theory in HCI? Why take a theory driven approach to HCI?
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Why theory in HCI? 
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How would you 
design this?

Is this a good UI?

How do we know?

Could we improve it?

Installing a 
family printer in 
2017

5

Facebook 
privacy in 2017

How would you 
design this?

Is this a good UI?

How do we know?

Could we improve it?
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Visual 
Programming in 
2017

How would you 
design this?

Is this a good 
programming 
language?

Derived from: http://dynamoprimer.com/en/05_Geometry-for-Computational-Design/5-6_solids.html
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Theories give a critical perspective

8



Reminder of a theory: 
Gestalt theory of perceptual organisation

Similarity ClosureContinuity

Images from: https://en.wikipedia.org/wiki/Gestalt_psychology
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Use of closure
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Use of closure
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Use of closure

Problematic use of closure
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No use of continuity
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Problematic 
Similarity

Do users think these
are the same?
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Summary of gestalt theory application

• Took a candidate design (Dynamo UI)
• Predicted some properties that probably work well
• Predicted some properties that might cause problems

• Over the course of the lectures you’ll many theories like this

• How do we make use of critique?
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Critique your way to a design

Derived from Pugh ‘56 16



Example of convergence
- Merge features from two candidate designs to produce a better one
- Discard ideas that poorly fit the desired outcome

Grasshopper image: http://www.rhino3dhelp.com/wp-content/uploads/2010/02/jk-0x0.png
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Example of divergence
- Generate new designs from existing one
- Use any creative technique, e.g. ‘gestalt swapping’, ‘reduction to 

absurdity’ or exploring metaphors
(e.g. what happens if we replace connectedness with similarity)

Cone.ByPointsRadii

startRadius

endRadius7

2.5

Cone.ByPointsRadii

startRadius(ƀ)

endRadius (�)

ƀ=2.5

� =2.5

(Variables as emoji from Seymour, Kasibatla and Warth, 2017)
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Why theory in HCI?

• We’ve interested in making interaction with computers faster, more 
productive, more creative, more social, more fun, somehow ‘better’.

• Theories give us ways of criticising proposed designs and toolkits for 
inventing new ones
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Three waves of HCI

• First wave (1980s):
• Theory from Human Factors, Ergonomics and Cognitive Science

• Second wave (1990s):
• Theory from Anthropology, Sociology and Work Psychology

• Third wave (2000s): 
• Theory from Art, Philosophy and Design
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How would you 
design this?

Is this a good UI?

How do we know?

Could we improve it?

Apollo-Soyuz 
controls 1975

Photo: Jonathan H. Ward 2009
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First wave: HCI as engineering 
“human factors”

• The “user interface” (or MMI “man-machine interface”) is a 
separate module, designed independently of the main system.

• Design goal is efficiency (speed and accuracy) for a human operator 
to achieve well-defined functions.

• Use methods from cognitive science to model users’ perception, 
decision and action processes and predict usability.
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How would you 
design this?

Is this a good UI?

How do we know?

Could we improve it?

An information 
system

Photo: ZeeNews India, 2017
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Second wave: HCI as social system

• The design of complex systems is a socio-technical experiment
• Take account of other information factors including conversations, paper, 

and physical settings
• Study the context where people work

• Use Ethnography and Contextual Inquiry to understand other ways of 
seeing the world

• Other stakeholders are integrated into the design process
• Prototyping and participatory workshops aim to empower users and 

acknowledge other value systems
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How would you 
design this?

Is this a good UI?

How do we know?

Could we improve it?

Blood bag radio

Photo: Dunne & Raby, 2009
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Third wave: HCI as culture and experience

• Ubiquitous computing affects every part of our lives
• It mixes public (offices, lectures) and private (bedrooms, bathrooms)

• Outside the workplace, efficiency is not a priority
• Usage is discretionary
• User Experience (UX), includes aesthetics, affect, 

• Design experiments are speculative and interpretive
• Critical assessment of how this is meaningful
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Specialist topics not covered here:

• Graphics and VR - elsewhere in CS Tripos

• Digital media studies - CRASSH

• Game design - Anglia Ruskin University

• Social network analysis - elsewhere in CS Tripos

• Computer music - elsewhere in CS Tripos

• Security - elsewhere in CS Tripos

• Educational technology - Faculty of Education

• Information Systems - Judge Business School
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Alternative perspectives

• Positive computing (e.g. Calvo & Peters 2014)
• Wellbeing, flow, empathy, mindfulness, altruism

• Inclusion and accessibility (e.g. CWUAAT #1-9)
• physical and sensory capabilities, ageing, low income and human rights

• Feminist utopianism (e.g. Bardzell 2010)
• Diagnostic critique of hegemonic research and practice, combined with 

practice-led participatory processes of anticipation that amplify marginalized 
voices
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Supervisions

• 2 supervisions after lecture 4 and lecture 8, recommend completing 
all the lectures before the last supervision
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Textbooks

• Preece, Sharp & Rogers Interaction Design: Beyond human-computer 

interaction 4th Edition 2015

• Practical professional methods, with good summary of theory

• Carroll (Ed.) HCI Models, Theories and Frameworks: Toward a multidisciplinary 

science 2003

• Expert introductions to different theoretical traditions
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Exam structure

• 2 of the 8 questions in Paper 7 focus on Further HCI
• Candidates answer 5 questions out of 8
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Lecture 3:
Goal-oriented interaction
Using cognitive theories of planning, learning and understanding to understand 
user behaviour, and what they find hard.
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Overview of the course

• Theory driven approaches to HCI
• Design of visual displays
• Goal-oriented interaction
• Designing smart systems (guest lecturer)
• Designing efficient systems
• Designing meaningful systems (guest lecturer)
• Evaluating interactive system designs
• Designing complex systems
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A Metatheory (in first-wave HCI): 
User interaction can be modelled as 
search
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Reminder from Prolog course: 
problem solving using graph search

From Rice &
Beresford
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Turn the problem into a graph
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Encode as Prolog facts to solve

start(a).
finish(u).

route(a,g).
route(g,l).
route(l,s).
...
travel(A,A).
travel(A,C) :- route(A,B),travel(B,C).

solve :- start(A),finish(B), travel(A,B).
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HCI example of a User Goal: 
Find out how much did my use of 
Google Cloud Platform cost me last 
month?
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What search algorithm is being used 
here?
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Breadth first/Depth first?
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Click
targets
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Click
targets
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Human problems as AI search
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My ultimate goal: Make a lot of money

Some nodes in the search tree that must be arranged in order:
● Get a high paying job
● Save the money
● Work in the City
● Attend a job interview
● Apply for a job
● Travel to London
● Buy a train ticket
● Go to the station ...
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Reminder from Part 1a:
Cognitive Walkthrough
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Goal

Availability

Match

Feedback

[Simplified] Cognitive Walkthrough

See: 
https://www.colorado.edu/ics/sites/default/files/attached-files/93-07.pdf

For a detailed description 86

Goal

Availability

Match

Feedback

Finding your bill?
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The cost of thinking:
Heuristics and Biases
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12 + 24 * 3 Enter
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Enter Esc + 2

“eh?”
90

How many times should the user 
press Esc?
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Classical theories of metareasoning

● Optimal search
○ Find the best possible solution within stated constraints on resources

● Bounded rationality
○ Computation is one of the constraints

● Satisficing
○ Find a satisfactory solution within computation constraints
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Neuro-economic models of reasoning

• Behavioural economics, popularly known as “Nudge”
• Original basis in “prospect theory” (Kahneman & Tversky)

• General theory of decision making
• Construct a utility model, based on outcome of possible actions
• Weight estimated values by likelihood
• Choose action with optimal utility
• May include future value discounting

• In practice, the optimisation is more likely to involve satisficing, due 
to reasoning with bounded rationality constraints
• In Kahneman’s terms “thinking fast and slow”
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Bounded rationality in humans

• Apply heuristics rather than searching for optimal plan
• Availability heuristic - reason based on examples easily to hand
• Affect heuristic – base decision on emotion rather than calculating cost / 

benefit
• Representativeness heuristic - judge probability based on resemblance

• Apply biases to ensure estimation error within tolerable bounds
• Loss aversion - losses hurt more than gains feel good
• Expectation bias - researchers (even in HCI) find results they expected
• Bandwagon effect - do what other people do

• And many others!
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Behavioural economics in programming

• “Attention Investment theory” of abstraction use
• Automation requires abstract specification

• e.g. defining a regular expression for search and replace
• Benefit of automation is saving time and concentration in future
• But abstract specification (programming) takes time and concentration!

• And powerful abstractions (programs) can go wrong powerfully
• User may prefer repetitive manual operations - safe and incremental

• So utility function will compare future saving of attention from 
programming vs costs of concentrating on a risky strategy
• Biases such as loss aversion will apply
• Bounded rationality will apply, since deciding what to do takes even more 

concentration
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The limitations of goal based HCI
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It assumes the user doesn’t make mistakes

• Would need a cognitive model of why error occurred
• Information loss due to cognitive limitations
• Incorrect mental model
• Misleading design

• Need description of user journey that accounts for problem 
identification, diagnosis, debugging, testing, iteration etc
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It assumes the user has the right goal

• Persuasive design is a field of HCI that addresses goal formation
• Applications:

• Reduce energy consumption
• Promote exercise
• Manage diet and nutrition
• Smoking cessation

• May include “nudge” to account for biases
• But paternalistic / patronising
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It assumes the user knows what the goal is

• Not true when the purpose is an experience (third wave HCI)
• Not true in “exploratory design”

• More attention to this later in the course
• Some problems can’t be decomposed into actions
• Sometimes actions have side effects
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Wicked problems

Including material provided by 
Steven Tanimoto
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A Wicked Problem:

Slowing climate change

By NASA Goddard Institute for Space Studies - http://data.giss.nasa.gov/gistemp/graphs/, Public Domain, 
https://commons.wikimedia.org/w/index.php?curid=24363898
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More Wicked Problems

• Stopping the spread of antibiotic-resistant diseases

• Halting nuclear proliferation

• Ending homelessness in Cambridge

• Avoiding species extinction

• Colonizing Mars
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Rittel-Webber Characteristics 1-5 of 10

1. There is no definitive formulation of a wicked problem

2. Wicked problems have no stopping rule

3. Solutions to wicked problems are not true-or-false, but good-or-bad

4. There is no immediate and no ultimate test of a solution to a wicked
problem

5. Every solution to a wicked problem is a “one-shot operation”; because
there is no opportunity to learn by trial-and-error, every attempt counts
significantly
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Rittel-Webber Characteristics 6-10 of 10

6. Wicked problems do not have an enumerable (or an exhaustively
describable) set of potential solutions, nor is there a well-described set
of permissible operations that may be incorporated into the plan

7. Every wicked problem is essentially unique

8. Every wicked problem can be considered to be a symptom of another
problem

9. The existence of a discrepancy representing a wicked problem can be
explained in numerous ways. The choice of explanation determines the
nature of the problem's resolution

10. The planner has no right to be wrong
104



Discuss with your supervisor:
“How might you design software to help 
solve wicked problems?”
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