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Solution notes for Example Sheet 2 question 1

In the first four questions you will investigate racial bias in police stop-and-search behaviour. You
will make inferences, and quantify your uncertainty about those inferences. The datasetis https://
teachingfiles.blob.core.windows.net/founds/stop-and-search.csv, and we will re-
strict attention to records with police_force="cambridgeshire'. We will work with the model

PY; = find ) =8,
where Y; € {find, nothing} is the outcome listed for row i, ¢; is the ethnicity, and

0 = (BAsian: OBlack: OMixed s Dother. Owhite)

is an unknown parameter.

Question 1 (Bayesian confidence interval).

(a) Let 0 consist of 5 independent random variables drawn from the Beta(d,d) distribution, where
d = 0.5. Calculate the posterior distribution of 6. Implement a function posterior_sample(size)

that generates size independent samples of 6 drawn from the posterior distribution. Each sample
should be a vector of length 5.
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3.2.1. BAYESIANISM

Data science is the process by which we change our beliefs about the world, in
the light of data. There’s no such thing as objective truth, there’s only subjective
degree of belief. One should represent belief by using a probability distribution,
and one should update it using Bayes’ rule.

|. Wrik down a Aisgribution f,y Prfdr bt(\if

2. Ug Bw?cj' role o colevlake e distribution [vvpo;fm‘m' bo(/l;-f
/_’_d’

Exercises Page 1




T priev Aistribonon: | .
ronclom vovi wbles dyown fow (he  Bete (2, 3) distrdenet

"0 covsish 4§ ivedepemclont

For two discrete random variables X and Y

well need foopply  Bogs” 1ol POX = 2|V = y) = PY =YX =0 PX =)

P =y)

For continuous X and discrete Y

Pl’(X = xly = y) — s AR

APP('D“A? BW%!' vole in this coye, Pr {@:@, dota) = P ( data | ®=0) w /(aMt‘-

N~~~ —V——— N
Poswvf"f pree”
Aﬁ"‘siv MMU@

a . - fqp\cl,o'VV\
‘ wa A{irst ned ko f‘j‘“’" ove the priov o{ansﬂy. Won had O covuish 4 5 Tnelepesslt

vonishle " — whet olaws that eon?

1.6. Independence and joint distributions

The concept of independent random variables is fundamental in modeling. Informally it
means “knowing the value of one of them gives no information about the other.” We've used
the word several times so far, but we haven’t defined it.

Definition. Two random variables X and Y are independent if
PIXecA YeB)=P(XecAPYeB) foral AandB.
For discrete random variables it’s sufficient to check ? i B 68} 5] (B
PX=zY=y) =PX =x)PY =y) forall zand y,

and for continuous random variables with joint density function fx .y (x,y), it’s sufficient to
check

fxy(z,y) = fx(x)fy(y) forall x and y.
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Question 1 (Bayesian confidence interval). :
(a) Let 6 consist of 5 independent random variables drawn from the Beta(9, d) distribution, where
8 =0.5. Calculate the posterior distribution of 8. Implement a function posterior_sample(size) |
that generates size independent samples of 6 drawn from the posterior distribution. Each sample
should be a vector of length 5. |
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For two discrete random variables X and Y
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For continuous X and discrete Y
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In the first four questions you will investigate racial bias in police stop-and-search behaviour. You
will make inferences, and quantify your uncertainty about those inferences. The datasetis https://
teachingfiles.blob.core.windows.net/founds/stop-and-search.csv, and we will re-
strict attention to records with police_force="cambridgeshire’. We will work with the model

P(Y; = find) = 6,
where ¥; € {find, nothing} is the outcome listed for row i, ¢; is the ethnicity, and

0 = (BAsian: OBlack: OMixed: O0ther- Bwhite )
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Question 1 (Bayesian confidence interval).

(a) Let 8 consist of 5 independent random variables drawn from the Beta(d, ) distribution, where
& =0.5. Calculate the posterior distribution of 8. Implement a function posterior_ sample(snze)
that generates size independent samples of 8 drawn from the posterior distribution. Each sample
should be a vector of length 5.
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GOOgle numpy convert list to array L Q

All Videos News Shopping Images More Settings Tools

About 2,300,000 results (0.65 seconds)

Converting list to numpy array. | was able to convert it to np.ndarray using :
np.array(X) , however np.array(X, dtype=np.float32) and
np.asarray(X).astype('float32') give me the error: ValueError: setting an array
element with a sequence. 10 Nov 2014

python - Converting list to numpy array - Stack Overflow
https://stackoverflow.com/questions/26850355/converting-list-to-numpy-array

@ Aboutthisresult il Feedback

numpy.asarray — NumPy v1.13 Manual
https://docs.scipy.org/doc/numpy-1.13.0/reference/generated/numpy.asarray.html v
numpy.asarray. Input data, in any form that can be converted to an array. This includes lists, lists of
tuples, tuples, tuples of tuples, tuples of lists and ndarrays. By default, the data-type is inferred from the
input data.

How to save a list as numpy array in python? - Stack Overflow
https://stackoverflow.com/questions/.../how-to-save-a-list-as-numpy-array-in-python v

10 May 2011 - ... of sequences. from numpy import array a = array( [[2,3,4], [3,4,5]] ) ... | suppose, you
mean converting a list into a numpy array? Then,
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