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Some theory 
• Neural embeddings / word embeddings / 

distributed word representations: 

o Words represented as dense, real-valued vectors in ℝd     

o Embed an entire vocabulary into a low-dimensional linear space 

o Dimensions are latent continuous features 
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Some theory 
• Attributional similarities:  

o words that appear in similar 

contexts will be close to each 

other in the vector space 
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Some theory 
• Relational similarities:  

o vectors can also encode linguistic 

relations like gender, tense 

 

4 



Some theory 
• Relational similarities 

can be reflected in 

vector offsets between 

word pairs and 

accessed by using 

simple vector 

arithmetic: 
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Some theory 
• An alternative to neural embeddings are explicit 

vector representations: 

o Each word is associated with a very high dimensional but sparse vector 

capturing the contexts in which it occurs 

o Each dimension corresponds to a context 
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This paper… 
• Aims to show that the explicit vector space also 

encodes relational similarity information which can 

be recovered 

• Contributes to the idea that the vector arithmetic 

method can be decomposed into a linear 

combination of three pairwise similarities 

• And suggests a modified optimisation objective 
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Explicit vector space 
representations 

 For vocabulary V and a set of contexts C 

    The result is a |V| x |C| sparse matrix S 

    Where Sij corresponds to the strength of the  

    association between word i and context j 

 

• The ‘association’ is measured by the positive pointwise mutual 

information (PPMI) metric 

 

• The contexts are linear contexts which encompass the words 

surrounding the target word w within a window of 2 to each side 
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The analogy task 
 a is to a* as b is to b* 

• (1): 3COSADD:  

 

• (3): 3COSADD: 

 

 

• (2): PAIRDIRECTION:  
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Basic setup 
• English Wikipedia 

• Word representations: WORD2VEC 

• Evaluation datasets: 

o Open vocabularies: MSR, Google 

o Closed vocabulary: SEMEVAL 

 

Micro-averaged  

accuracy 

Macro-averaged 

accuracy 
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A reminder 
• Derive explicit and neural embedded vector 

representations and compare their capacities to 

recover relational similarities using objectives 

3COSADD (3) and PAIRDIRECTION (2) 
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Preliminary results 
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Refining the maths 

• (3): 3COSADD: 

 

 

• (4): 3COSMUL 
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Results 

SemEval 

38.49% 

38.54% 

38.37% 

38.67% 
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Error analysis 

71.9% 

77.8% 
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Error 
analysis 
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Error 
analysis 
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Why is all this cool? 
• Words have several properties that affect how they 

relate to other words (i.e. their attributional similarities) 

• Relational similarities are a composition of attributional 

similarities with each one reflecting a different aspect 

o Solving the analogy problem requires identifying the relevant aspects and 

changing one while preserving the other 

• Explicit vector representations are just as good as neural 

embeddings, and less opaque 
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Inspecting the vectors 
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My two cents 
The good The less good 

• Great contextualising 

paper 

• Ignores syntactic relations 

• Doesn’t explain why/why 

not PPMI 

• Ignores the non-

improvement in SEMEVAL 

3COSMUL results 

• Very theoretical 
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