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1 Support vector machines

1. Slide 16 provides an alternative formulation of the maximum margin classifier based on maxi-
mizing γ directly with suitable constraints.

Apply the KKT conditions to this version of the problem. What do they tell you about the
solution, and how does it differ from the version developed in the lectures?

2. Slide 27 states the dual optimization problem for the maximum margin classifier. Provide a full
derivation.

3. Slide 30 states the optimization problem that needs to be solved to train a support vector ma-
chine

argmin
w,w0,ξ

1

2
||w||2 + C

∑
i

ξi such that yifw,w0(xi) ≥ 1− ξi and ξi ≥ 0 for i = 1, . . . ,m.

Apply the KKT conditions to this version of the problem. What do they tell you about the
solution?

2 Machine learning methods

1. Slide 57 uses the following estimate for the variance of a random variable:

σ2 ' σ̂2 = 1

n− 1

[
n∑

i=1

(Xi − X̂n)
2

]
.

Show that this estimate is unbiased; that is,

E
[
σ̂2
]
= σ2.

2. Show that if a random variable has zero mean then dividing it by its standard deviation σ results
in a new random variable having zero mean and variance 1. Show that in general multiplying a
random variable having mean µ and variance σ2 by

√
c alters its mean to

√
cµ and its variance

to cσ2.

3. Verify the expression in point 4 on slide 60.
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3 Making it all work

Probably the best way to get a feel for this material is to write some code that implements it. In
particular, can you reproduce something like the hyperparameter search graph?
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In order to do this I don’t suggest you attempt to implement SVMs from scratch—having said that, if
you can find a suitable, general constrained optimization library it’s not too hard. A quicker approach
initially is to find a good SVM library in a system such as Matlab or R. You will need to generate
the spiral data set and implement a search using cross-validation to assess possible hyperparameter
values.

4 Old exam questions

Most of the material here is quite new, so the only relevant past question is:

• 2016, paper 8, question 2.
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