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Previous work

• Word embedding : words -> ℝd

• Designed to capture attributional similarities between vocabulary items

• The effect is grouping of words that share semantic or syntactic  properties 

dog cat cow cars hats days



Mikolov et al.  2013

• capture the similarities between pairs of words

- Linguistic regularities / Relational similarities 

- e.g. gender relation, language-spoken-in relation, past-tense relation…

“man:woman”, “king:queen”;  “france:french”,”china:chinese”; “go:went”,”play:played”

• Reflected in vector offsets between word pairs 

apples − apple ≈ cars − car

• Solve analogy questions of the form “a is to a* as b is to _” 

queen ≈ king – man + woman



The problem

• To what extent are the relational semantic properties a result of the 
embedding process?

• Alternative approach – bag of context
• high dimensional but sparse vector 

• Explicit - each dimension directly corresponds to a particular context



Explicit Vector Space Representation

• |V| x |C| sparse matrix S

• Sij : strength of the association between word i and context j

• PPMI metric



Explicit Vector Space Representation

• Linear context
• For sentence “a b c d e” 

• the contexts of the word c are a−2, b−1, d+1 and e+2

• |C| ≈ 4|V|



Vector Arithmetic

• 3COSADD

• Reinterpreting



Vector Arithmetic

• PAIRDIRECTION



Empirical Setup

• Underlying Corpus and Preprocessing
• English Wikipedia

• Filtered non-alphanumeric tokens

• Removed duplicates and sentence with less then 5 tokens

• Word Representation
• Both embedding and explicit representation

• 5 grams

• Ignoring words < 100 times in corpus



Evaluation Datasets

• Open vocabulary – guess b* from entire vocabulary
• MSR: 8000 analogy questions, morpho-syntactic relations categorized into adjectives, 

nouns and verbs

• GOOGLE: 19544 questions, 7 semantic relations and 7 morpho-syntactic relations.

- Micro-averaged accuracy

• Closed vocabulary – ranking of candidate word pairs
• SEMEVAL: 79 semantic relations

- Macro-averaged accuracy



SEMEVAL Relation

characteristic 
word-pair 1

characteristic 
word-pair 2

target word 
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target word 
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target word 
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Score 1
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Task: Rank according to the degree in which this relation holds

Recipient : Instrument

police : badgeking : crown

wife: ring

Score 1 : “king is to crown as wife is to ring”
Score 2 : “police is to badge as wife is to ring”



Preliminary Results



Scale Problem in 3COSADD

• Each term reflects a different aspect of similarity, and the different 
aspects have different scales.
• “London is to England as Baghdad is to — ?”

(Explicit)

(Embedding)



3COSMUL

• Switching from an additive to a multiplicative combination



Main Results



Error Analysis

• Agreement between Representations

If an answer is considered correct if it is correct in either representation, it 
can achieved an accuracy of 71.9% on the MSR dataset and 77.8% on 
GOOGLE.



Breakdown by Relation Type



Default-Behavior Errors 

• one central representative word is provided as an 
answer to many questions of the same type

• Account for 49% of the errors in the explicit 
representation, and for 39% of the errors in the 
embedded representation

• Notable exceptions in explicit representation : “who”, 
“and”, “be” and “smith”

• 23.4% of the mistakes in past-tense relation are due 
to the explicit representation’s default answer of 
“who” or “and”, while 19% of the mistakes in the 
plural-verb relations are due to default answers of 
“is/and/that/who”. 



Verb-inflection Errors

• Requires recovering both 
• the correct inflection 

• the correct base word

• The morphological distinctions in verbs are much harder to 
capture than the semantics. 



Interpreting Relational Similarities 



Conclusion
• Similar to the neural embedding, the explicit vector also encodes a large 

amount of relational similarity which can be recovered in a similar 
fashion

• Neural embedding process is not discovering novel patterns, but rather is 
preserving the patterns 

• The vector arithmetic method is mathematically equivalent to a linear 
combination of three pairwise similarities. It provides a better intuition 
on why we would expect the method to perform well on the analogy 
recovery task. 

• It leads us to suggest a modified optimization objective, which 
outperforms the state-of-the-art at recovering relational similarities 
under both representations.



Thank you for listening

Questions?


