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L4: The Perceptron Parsing Model



Edge-Based Linear Model

taken from Wang and Zhang,  NAACL tutorial 2010

score(xi → xj) =
�

k λk . fk(xi → xj)



Features in the MST Parser

taken from McDonald et al. 



Global Linear Model

Score(τ) =
�

xi→xj∈τ

�
k wk . fk(xi → xj)

=
�

k wk .
�

xi→xj∈τ
fk(xi → xj)

=
�

k wk . fk(τ)

= w.F(τ)



Generic Online Learning

taken from McDonald et al. 



The Perceptron Update

Given sentence xt and correct tree yt

zt = argmaxz wt−1 .F(xt, z)

wt = wt−1 + F(xt, yt)− F(xt, zt)



CoNLL Shared Task Data

Taken from Nivre et al. (2007)



Graph-based vs. Transition-based

Taken from McDonald & Nivre (2011)



State-of-the-Art (2015)

Taken from Weiss et al. (2015)



Accuracy League Table (2015)

Taken from Weiss et al. (2015)

Results for English WSJ


