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L3: Maximum Entropy Models



Discriminative Models



NER as a Tagging Problem



Feature-based Models



Complex Features



Feature-based Tagging



Features in MaxEnt Models



The Model



Tagging with MaxEnt Models



Model Estimation



The Constraints



Choosing the MaxEnt Model



The Maximum Entropy Model



Generalised Iterative Scaling (GIS)



POS Tagger Features



POS Tagger Features for Rare Words



Performance

• MaxEnt taggers give close to state-of-the-art 
accuracy (over 97% on PTB data)

• Training and testing is fast (100s of 1000s of 
words per second at test time)

• Lots of recent work on tagging other sorts of 
data, eg tweets

• Recurrent neural networks (probably) give the 
state-of-the-art for tagging



Contextual Predicates for NER
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