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ABSTRACT
The success of the Internet is undeniable, but so are its limi-
tations. Over the past two decades, the research community
has responded with clean-slate redesigns, proposing innova-
tive architectures focused on issues like security and infor-
mation dissemination, among others. Unfortunately, these
efforts have had limited impact on the commercial Internet,
if any. The reason is that the Internet architecture is deeply
entrenched, making a complete replacement elusive.

In this paper, we argue that a successful approach to evolv-
ing the Internet requires three key ingredients. It should (1)
be backwards compatible with the current Internet, (2) evolve
from the existing architecture, and (3) allow new architec-
tures to reach their full potential. Recently, the community
introduced an overlay-based approach for an Extensible In-
ternet. We believe this is a clear step in the right direction:
it is backwards-compatible, does not require replacing the
current Internet infrastructure, and is deployable today. How-
ever, we contend that this approach is not fully adequate as
it lacks the third requirement, which we deem crucial for
new architectures to gain a foothold and grow. As an alter-
native, we advocate for a translation-based approach and
present our rationale on how it may enable effective Internet
evolution by meeting the three requirements above.

1 INTRODUCTION
The remarkable growth of the Internet over the past five
decades and its establishment as the dominant global com-
munications infrastructure demonstrate the wisdom of its
original design principles [14]. However, in recent decades,
some fundamental assumptions underlying these principles
have changed, and it is widely acknowledged that the Inter-
net architecture is lacking along several dimensions [21].
The most acknowledged architectural flaw is the lack

of security in the original design, leaving the Internet vul-
nerable to various attacks, including DDoS [5] and route
hijacks [19, 31]. Others [24, 49] have questioned whether
point-to-point packet delivery is still the appropriate service
model in a content-oriented world. The research community
responded to this problem with clean slate redesigns of the
Internet, including security approaches [50], information-
centric architectures [24, 49], mobility-oriented solutions
[46], architectures centred around evolvability [35], and en-
tirely new conceptions of the Internet [43].
These clean-slate designs have had little to no impact on

the commercial Internet. There are several reasons for this

apparent lack of success. First, clean-slate architectures re-
quire a massive overhaul of the Internet infrastructure or
its entire replacement. However, the Internet architecture
is deeply embedded in its elements (routers and end-hosts),
which means a total replacement or a significant overhaul re-
mains elusive. Indeed, any architecture should be backwards-
compatible with the existing Internet. The second problem is
that each clean-slate solution addresses a specific issue with
the current architecture. By elevating one problem above
the others, other issues remain. Unfortunately, there is no
one-size-fits-all architecture, and the future is hard to predict.

Over the past decades, we have also learned that different
types of network changes can lead designers to question
their initial assumptions. For instance, rapid changes in user
behaviour, new infrastructure or operational methods, or
even political and economic changes often unveil hidden ar-
chitectural limitations. This assumption mismatch leads to a
second requirement: the architecture should support network
evolution. Clean-slate designs that consider this capability a
first-class citizen [35, 43] suffer from a deployability problem
by either requiring the replacement of the current Internet
[43] or centring its evolution mechanism in the new architec-
ture [35]. In other words, they do not evolve from the existing
architecture, an aspect that is subtly — yet crucially — differ-
ent than guaranteeing backwards compatibility (Section 2.2).

Recently, McCauley et al. proposed Trotsky [33], an archi-
tectural framework that provides a backwards-compatible
path to an Extensible Internet1. Trotsky’s key idea is to intro-
duce a new layer (L3.5), which is an intrinsic overlay on L3. In
addition, it decouples the tasks of interconnecting networks
within a domain (left to L3) and interconnecting different
domains with the new L3.5. Trotsky is a simple and elegant
solution that not only eases the deployment of radical new
architectures but also ensures compatibility with the legacy
Internet, providing a promising path forward. The fact that
it remains IP-centric (as we expect IP to be the de facto L3
underlay) is an essential advantage for deployment.

The IP-centrality is, however, both a blessing and a curse.
On the one hand, IP is deployed everywhere, thus enabling
the fast deployment of Trotsky and a myriad of multiple
architectures on top, as L3.5 overlays. On the other hand—
and, we argue, more fundamentally—the centrality of IP may
stifle the potential for new architectures to blossom, for two
fundamental reasons. First, as the new architectures run as a
L3.5 layer on top of this L3 underlay, they inherit the intrinsic
limitations of the L3 that is used as a “logical pipe”. As a result,

1The EI design is further detailed in [8].
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they hamper some of the essential services offered by the
L3.5 architecture—often, the precise services that motivated
it in the first place (Section 2.3)!

Second, an overlay-based approach offersmisguided incen-
tives. As in many cases the underlay precludes offering the
full-service set of the L3.5 architecture, it limits the incentives
for its deployment and use. In addition, it does not incen-
tivize the replacement of the good old Internet architecture
(with all its recognized limitations) with better alternatives.
On the contrary, we believe it propels the current Internet
to become even more entrenched!
Faced with this conundrum, in this paper we revive a

decades-old solution [15, 44] and argue for translation as
the approach to enable a multi-architecture Internet that
is backwards-compatible, enables evolvability, and avoids
the limitations of overlaying. Specifically, we propose direct
translation between L3 architectures (Section 3) to enable
the inter-operation of architectures, both present and future.
In contrast to overlay approaches [33], a framework for

Internet evolution based on translation enables a new ar-
chitecture domain to offer all its services, retaining all the
benefits that motivated its design, as it is not dependent on
the intrinsics of an L3 underlay. The challenge becomes the
development of effective translation mechanisms, a new av-
enue for research. We believe that the time is ripe for the
networking community to embrace this approach. Advances
in fast programmable networking hardware (programmable
ASICs [23], SmartNICs [30]) and host stacks [9, 47]) can
enable architecture translators at production-grade perfor-
mance and scale. Indeed, their packet processing capabilities
have recently enabled the development of routing node pro-
totypes for new network architectures, including for NDN
[40] and SCION [16], which is indicative of the plausibility
to construct effective and fast Internet translators.

After detailing the limitations of existing work (Section 2)
and arguing for translation (Section 3), in this paper we also
present our initial exploration of this approach. We present
the design of two translators—IP to SCION and IP to NDN—
to shed light on the practicality of their development (Sec-
tion 4), as well as a discussion on open challenges (Section 5).

2 BACKGROUND AND MOTIVATION
We review problems with the Internet architecture (Sec-
tion 2.1) that motivated the development of clean-slate de-
signs over the past 15 years (Section 2.2). We then discuss
Trotsky, a promising path for Internet evolution, and its in-
trinsic limitations that motivate our paper (Section 2.3).

2.1 Limitations of the Internet Architecture
The outstanding success of the Internet as a global commu-
nication infrastructure is a testament to the quality of its

architectural design. However, the success that spurred its
growth also revealed important flaws.
Lack of security. Security was not among the primary

goals of the Internet’s original design. As a result, the Internet
infrastructure is prone to multiple attacks, including DDoS
and route hijacks [19, 31]. Although modern cryptography
has provided solutions to enable confidentiality and integrity
in end-to-end communications, availability remains an issue,
along with the lack of path control provided to end-hosts
(e.g., to avoid compromised domains).

Host-centricity. The Internet was originally designed as
a host-to-host communication network. Today, however, its
use is primarily dominated by the consumption of multime-
dia content and other forms of information dissemination.
CDNs have emerged to address this mismatch, enabling ef-
ficient content distribution on a global scale, overcoming
the absence of content-oriented primitives in the Internet’s
design. However, their use leads to complex agreements with
ISPs and other stakeholders, incurring significant operating,
capital, and efficiency costs. More worryingly, as only a few
large commercial players can afford to deploy and operate a
CDN, this trend is leading to Internet flattening [7].

Fixed end-hosts. The original architecture provided uni-
cast point-to-point communication between fixed end-hosts.
That model starkly contrasts the massive presence of mobile
devices, whose location is constantly changing. The main-
stream communication abstractions for mobility rely on an
indirection layer [37] that decouples sending and receiving
hosts through application-specific and network-level solu-
tions that led to security [36] and performance [22] issues.

Difficult to evolve. The Internet design did not consider
the possibility of evolving its network layer. While the el-
egant minimality of the Internet’s architectural waist has
allowed for much innovation at layers above and below it,
the current design lacks the abstractions to allow for incre-
mental architectural improvements. The lack of principles
of abstraction and modularity [28] for the evolution of the
architecture has led to the “ossification” of the Internet [45].

2.2 Clean-slate architectures
Unlike the incremental patchwork of evolutionary approaches
[38], clean-slate research gives the opportunity to rethink the
Internet without being constrained by the actual realization
[17]. Over more than a decade, clean-slate research spurred
regular specific funding programs, e.g., NSF’s FIND/FIA and
FP7-ICT’s FIRE. Several architectures emerged in this con-
text, each typically focusing on a specific architectural issue.

Embracing security. SCION [50] proposes a path-aware
internetworking approach to building a communication in-
frastructure that provides security and high availability by
design, including preventing route hijacks and several forms

2
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of DDoS attacks. A path-aware network architecture pro-
vides information about paths to endpoints, which is useful
for enforceable path control. The added transparency and
control are fundamental to improving security. For exam-
ple, disjoint network paths can be used to mitigate network
failures, and the exclusion of specific routes can be used to
resist surveillance or bypass a network under attack.

Embracing content. Information-centric networking [4]
architectures treat content as a first-class citizen and im-
plement communication models that decouple content con-
sumption and production. NDN [49], arguably its most suc-
cessful instance, builds the narrow waist around named con-
tent. To support named-based content retrieval, NDN imple-
ments network mechanisms such as name-based routing and
forwarding, data-centric security, and in-network caching.

Embracing mobility. MobilityFirst [46] proposes mobil-
ity as the dominant communication pattern. Its key idea is the
separation of names or identifiers from network addresses
or locators, relying instead on a scalable, distributed, global
name service to dynamically bind identifiers to network
addresses. In addition, its design includes security, context
awareness, and content retrieval aspects.
Embracing evolvability. The RINA Architecture [43]

is based on the principle that networking is inter-process
communication (IPC). It utilizes a recursive set of layers,
with each layer performing the same functions but at dif-
ferent scopes and granularities. RINA supports gradual up-
grades, promoting the evolution of the infrastructure. XIA
[35] enables end hosts to express a range of delivery mecha-
nisms and services through network packets carrying mul-
tiple forms of addresses simultaneously. To handle partial
rollout and backward compatibility, XIA encodes a directed
acyclic graph in the packet header. This allows the packet
to fall back on alternative services that, when combined,
provide the intended service.
Limitations. The first set of clean-slate designs [46, 49,

50] are effective in addressing a specific limitation of the
Internet architecture. However, each, individually does not
address all known Internet problems. And, paraphrasing [12],
an Internet architecture is a different effort than the simple
union of these sub-architectures.
By contrast, RINA and XIA target evolvability, but they

have their own issues. RINA, on one hand, would require
a significant infrastructure overhaul—a replacement of the
existing IP-based infrastructure. XIA, on the other hand, en-
ables partial deployment via translations between architec-
tures. However, it assumes that the core translation mecha-
nism is built around XIA. In other words, XIA is not designed
to operate as an extension of IP but as a replacement. We ar-
gue that any deployable solution should consider a different
starting assumption: that the IP Internet is widely deployed.
This is one of the insights of Trotsky, described next.

Figure 1: A SCION L3.5 overlay on top of an IP L3 loses
its security benefits.

2.3 Evolution via overlaying
Trotsky [33] is an overlay-based framework for evolving
the Internet architecture. It forms the basis of the proposal
by the same authors for an Extensible Internet [8]. Trotsky
departs from the assumption that IP is so deeply entrenched
in existing networking hardware and software applications
that moving away from it will hardly happen. We agree with
this assumption and believe it should be a foundational design
principle. The key idea is introducing a new layer, L3.5, on
top of the traditional L3. New architectures are deployed on
this L3.5 layer, which runs on top of “logical pipes”, facilitat-
ing the seamless integration of new network architectures
without necessitating a complete overhaul of the existing
infrastructure. Trotsky has the potential to be deployed on
a global scale, leveraging the reuse of IP for the L3 pipes,
a key advantage. Trotsky’s deployment strategy involves
decoupling inter-domain (left to L3.5) and intra-domain net-
working (left to L3) and implementing Trotsky processors at
domain edges, where L3.5 services would be supported (as
well as in hosts).

Trotsky is a simple, backwards-compatible approach to
Internet evolution, as it reuses existing tunnelling and for-
warding mechanisms, treating inter-domain routing as an
L3.5 overlay. One of Trotsky’s features is its ability to enable
the incremental deployment of new architectures, ensuring
a smooth transition without disrupting the existing Internet.
While an elegant, practical solution to the evolution of

the Internet architecture, we argue that an overlay-based
approach such as Trotsky’s has limitations that are detrimen-
tal to its effectiveness. We support our claim with two main
arguments, in addition to a few secondary ones.
Overlaying limits the benefits of new architectures.

The key problem is that deploying a new architecture as an
overlay may preclude some of its advantages. Indeed, the
underlay could potentially nullify the very reason for the
architecture, as the new L3.5 will inevitably inherit limita-
tions of the L3 underlay. We illustrate this problem with
the example of running SCION as an L3.5 architecture on
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Figure 2: A NDN L3.5 overlay on top of an IP L3 sees
its caching benefits reduced.

top of the current L3 IP-based infrastructure (Figure 1). As
explained in Section 2, the current Internet is vulnerable to
DDoS attacks and route hijacks. SCION, on the other hand,
has intrinsic mechanisms to prevent both. For prefix and
route hijacking, SCION includes cryptographic techniques
and a secure path construction process that ensures each
path segment is verified [29]. The cryptographic path pro-
tection enables path hiding even if an attacker knows the
network topology, making the path impossible to DDoS [10].
As the L3 pipe used in Trotsky is vulnerable to these attacks,
a SCION L3.5 running as an overlay would inherit this prob-
lem. Despite the robust mechanisms SCION incorporates
to prevent the attacks, it would still be susceptible due to
the underlay it uses as a communication pipe. We argue this
would fundamentally undermine the rationale for deploying
this architecture as an overlay.

Another example is an information-oriented architecture
that includes in-network caching (e.g., [49]). Running NDN
as an L3.5 layer using Trotsky would not guarantee the lo-
cality of content to an L3.5 interest request, as a neighbour
in the overlay can be many hops away in the underlay (e.g.,
in Figure 2, the closest NDN node is two L3.5 hops away,
while the nearest L3 node in the underlay is only three hops
away). The caching benefits from the overlay can, therefore,
be lost. While specific cross-layer mechanisms can tackle
this problem, it is important to be mindful that layering viola-
tions often come with significant cost, increased complexity,
scalability issues and security concerns.
Misguided incentives. While a new architecture run-

ning as an overlay can offer new functionalities, it may not
address fundamental limitations in the underlying architec-
ture, as we have shown above. This limitation may discour-
age investment and development in deploying and utilizing
the envisioned L3.5 architecture, because the underlying L3
cannot fully support its potential. Instead of promoting the
adoption of fundamentally better alternatives, overlay-based
approaches might reinforce the dominance of the existing
Internet, entrenching the current architecture further.
Other concerns. An overlay solution introduces ineffi-

ciencies due to the overhead imposed by the new layer it

adds. This overhead can constrain both performance and scal-
ability. In addition, while an end-to-end approach is valued
for its simplicity and robustness (as noted in [39]), end-hosts
must operate under the same architecture. While acknowl-
edging the manifold benefits of an end-to-end approach, we
recognize its limitations in accommodating emerging use
cases with varied host architectures.

3 EVOLUTION VIA TRANSLATION
The approach we argue for in this paper is to have the net-
work explicitly translate between architectures. Unlike an
overlay, the idea is to deploy the new architectures “in series”.
We should start by noting that we are not the first to propose
translation to address limitations of the Internet architecture
or as a way to extend it. In 1993, Paul F. Tsuchiya and Tony
Eng proposed the Network Address Translator (NAT) [44] to
address the problems of IP address depletion and scaling in
routing—a translator widely used today. One decade later, Jon
Crowcroft et al. proposed Plutarch [15], an inter-networking
solution that stitches together architectural contexts—sets
of network elements that share the same architecture in
terms of naming, addressing, packet formats and transport
protocols. These contexts communicate through interstitial
functions that translate different architectures.
In this paper, we revisit Plutarch, armed with the knowl-

edge of two decades of attempts to evolve the Internet. Our
goal is to articulate the arguments of why we think trans-
lation is the most effective approach to achieve a multi-
architecture Internet that (1) enables architecture evolution,
(2) is backwards-compatible, (3) offers the full benefit of
the new architectures, (4) incentivizes their deployment, (5)
enables end-hosts from different architectures to communi-
cate end-to-end, and (6) guarantees the level of performance
of today’s Internet. In the following, we justify how direct
translation may fulfil all these requirements.
The approach. We envision direct translation between

different architectures. This approach refers to the process
of converting the protocols or architectural principles from
one Internet architecture to another, directly at L3, while
preserving their essential functionalities and characteristics.
Translation enables interoperability and seamless communi-
cation between architectures without the need for an addi-
tional L3.5 layer. The successful translator ensures that data
packets, communication protocols, and network services re-
tain their intended meaning and functionality across the
transition between architectures. Like Trotsky, we make the
pragmatic choice to use Autonomous Systems (or domains)
as a starting point, and propose introducing translators be-
tween architecture domains.

We note that direct translation is similar in spirit to Plutarch
but differs from XIA [35]. The latter requires deploying that
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Figure 3: Translation allows the SCION domain to re-
tain all its security properties.

new architecture and using their built-in translation mech-
anisms. Direct translation, much like the Trotsky overlay
approach, is immediately deployable due to its reliance on
the existing Internet as a starting point.
The advantage. By stitching together different architec-

tures in “series”, translation enables (1) architecture evolution
and is (2) backwards-compatible. New architectures are added
to the Internet by integrating translators between the new
and some existing architecture, with the current Internet as
a natural first target. Crucially, a new architecture domain
is deployed at L3, so it does not inherit the limitations of
an underlay connectivity layer. An effective translator will
therefore (3) enable retaining the full benefits of the architec-
ture in that domain. Figure 3 provides a visual representation
of the integration of a SCION domain into the Internet ar-
chitecture. In this example, two IP hosts communicate via a
SCION network. The translator at the edge of the IP domain
translates the IP packets sent by the host into SCION packets,
which are then forwarded towards the destination2. Contrary
to the packets traversing the IP domains, the packets in the
SCION network are protected against several network at-
tacks, including route hijacks and (several forms of) DDoS.
This improvement over overlay-based approaches (4) in-

centivizes the investment in and deployment of new archi-
tectures that add value (e.g., the security benefits of SCION),
as in these new domains, users retain the full benefits of
the architecture. As a result, we expect this approach to al-
low new network architectures to blossom while interacting
seamlessly with the current infrastructure. The possibility
to (5) enable hosts from diverse architectures to communicate
seamlessly is also an added value of the approach.
We hold two reasons for trusting the feasibility of this

approach concerning performance. First, translation avoids
overlay overheads. However, it is crucial that the transla-
tion mechanism itself does not impact performance. Fortu-
nately, modern hardware (programmable switches, Smart-
NICs/DPUs) and fast network stacks (DPDK, XDP) can assist
in achieving this objective. For instance, programmable chips
capable of Terabit speeds, such as the Intel Tofino [23], enable
2Note that there are no tunnels involved; the packets are translated directly
between architectures.

the implementation of fully customized packet processing
logic directly within the switch ASIC using high-level lan-
guages like P4 [11]. Translation involves manipulating pro-
tocol data units (e.g., rewriting or repurposing packet fields)
and bridging disparate network semantics (e.g., converting
one address type to another), tasks ideally suited for high-
speed packet processors. Seminal studies [18, 20, 34, 40, 41]
also demonstrate the viability of unconventional forwarding
mechanisms in high-speed programmable hardware, includ-
ing the development of routing nodes for various clean-slate
architectures [49, 50], offering further evidence of (6) the
feasibility of high-speed Internet translators.

4 INITIAL EXPLORATION
We now address the question: is it possible to develop ef-
fective and high-performance translators? We present our
initial exploration for two clean-slate architectures.

IP-SCION translation.We have built a prototype of an IP
to SCION translator (the Direct Translator in Figure 3). Due
to page restrictions, we focus on the most challenging aspect
of its design: conversion from the IP destination address to its
counterparts, the SCION address and Forwarding Path fields.
The first thing to consider is that the control plane of the
translator acts like a regular SCION host, as it is the ingress
to the SCION network. As with any host, the translator con-
trol plane must contact the Address Resolution service (to
obtain the SCION address) and the Path Servers (to get the
Forwarding Path). The latter involves several steps: path
lookup, path verification, and path combination. To obtain
these fields, our translator uses the SCION-IP Gateway (SIG),
as a proxy. The SIG service allows legacy IP hosts to commu-
nicate via the SCION network3. The SIG services return the
SCION address and forwarding path, and our control plane
installs the required translation rules in the switch tables.
Note that the first packet of a flow triggers this process, but
the subsequent packets remain entirely in the data plane.

We also developed a P4 program for the data plane to trans-
late from IP to SCION for the Tofino 2 Native Architecture.
Our program compiles in the Intel Tofino SDE, which guar-
antees it achieves 10+ Tbps throughput when running in our
hardware switch. Our solution enables a maximum Forward-
ing Path of 20 hops (we highlight this aspect as particularly
challenging). For context, the average AS Path Length on
the Internet is currently around 4, and 16 is considered an
extreme case by the SCION authors [13]. We also evaluated
the translation functionality by testing our solution using
the SCIONLab network [3], with a similar setup to that of
Figure 3. We achieved successful communication (using ping
and iperf) between two IP hosts located in different domains,

3Note that the SIG encapsulates IP packets into SCION packets (i.e., follow-
ing an overlay approach).
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with packets traversing several countries across the SCION
domain.
IP-NDN translation. There are two main challenges in

building IP-NDN translators: (i) NDN does not reflect the
traditional network stack [1], and (ii) NDN uses different
packet types for requests and responses, namely Interest and
Data packets, whose structure is highly variable [2].

Addressing the first challenge requires spanning the differ-
ent layers of the two network stacks. To translate network-
level names from NDN to IP, we need to convert the trans-
port and application-level semantics of NDN names for the
TCP/IP counterparts. Conversely, translation from IP to NDN
may require inspection of application-level data in the IP
payload, which is difficult in networking hardware.

For the second challenge, NDN packets contain network-
level names (similar to URLs) required for name-based for-
warding. Parsing nameswith highly variable structureswithin
the constraints of high-speed networking is also a challeng-
ing task [6, 25, 26, 32, 48]. We are investigating efficient data
plane designs for these translation challenges.

5 DISCUSSION AND OPEN CHALLENGES
Our initial exploration offers confidence in the feasibility of
building architecture translators in high-speed networking
hardware. In this section, we discuss other challenges.

The right incentives.We argued that one advantage of
translation over overlaying is a better alignment regarding
incentives. Anyway, it is essential to ensure that partial de-
ployments at one domain have built-in incentives to increase
in size and entice other domains to follow suit. Partial or
disconnected (island-like) deployments should offer some
partial utility with the promise that extending and joining
adjacent deployments can offer even more utility. It is also
important to avoid situations where new deployments can
be perceived as unduly burdening or operating unfairly to-
wards existing infrastructure, or situations where partial
deployments are inhibited by existing infrastructure such
that they are only useful when deployed at scale. The first
parties to benefit from the new architecture should have the
power to deploy it on their own at least initially–even if
only partially–and to then incentivize their suppliers and
peers to follow suit. Finally, avoiding scenarios where the
first movers do not immediately benefit is fundamental. If
ISPs need to build or replace infrastructure in the hope that
customers will want it, they put themselves at a competitive
disadvantage to competitors who do not make that move.

Building efficient translators.Developing efficient trans-
lation operations involves the codification of generic and
architecture-specific translation paths, which may span from
simple modifications and re-purposing of packet fields to
complex match-action computations. A related challenge is
state management. Can the required state be stored in the

switch hardware, or do we need to explore other mechanisms
(e.g., RDMA-based)? What if it is impossible to maintain the
required state or part of the transition computations in a sin-
gle platform (e.g., in a network switch)? It may be necessary
to investigate multi-platform approaches (involving a slow
and a fast path, for instance) and develop mechanisms to
divert traffic to the right platform. Another important aspect
is related to configuration. Defining the runtime mechanisms
for reconfiguration will be particularly challenging.

Do we need global translation services? This concern
arises from the need for global resolution entities in sev-
eral clean-slate architecture proposals, namely in ICN (e.g.,
DONA [27], PSIRP [42], NDN [49]). We conjecture that some
global (DNS-like) mechanisms may be needed, and it seems
to be an exciting avenue to explore. For instance, explor-
ing source-routing mechanisms based on (scalable) gossip
mechanisms (as [15] suggests) may be an option to consider.
How many translators do we need? In theory, to sup-

port 𝑛 different network architecture we would need 𝑛2

translators [33]. This may not be a serious concern, for two
reasons. First, we expect the number n to be small [15],
as evidenced by the number of clean-slate architectures
developed so far. To be fair, we expect that an effective
multi-architecture approach, namely the one we favour here,
should incentivize the emergence of architectures. Anyway,
the initial translators should be from the new architecture to
IP (NEW <-> OLD), leading to a linear growth with n in the
beginning. In case there is demand for translators between
new architectures (say, NEW_A <-> NEW_B), we can also
interconnect them by stitching together two (NEW <-> OLD)
translators, as in (NEW_A <-> OLD <-> NEW_B).

6 CONCLUSION
We conclude with a biological analogy to clarify our main
point. An overlay-based approach is similar to an epiphyte,
a plant that grows on the surface of another plant. They
differ from parasites in that they grow on other plants for
physical support and do not negatively affect the host; quite
the contrary. This is similar to an overlay-based approach to
Internet evolution, enclosing many positives. Still, the host
plant can limit epiphyte diversity and abundance.
Our alternative is similar to mutualistic symbiosis, a rela-

tionship where two species interact closely, benefiting each
other and evolving together. In a translation-based Internet
evolution, new architectures are introduced and interwoven
with the existing system through translation. The old and
new systems coexist, with each providing mutual benefits:
the new architectures gain a foothold and can grow, while
the old system continues to operate and support the tran-
sition. Notably, mutualistic symbiosis can drive evolutionary
changes, promoting diversification and the emergence of new
species.
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