Example of a finite automaton

ey

States: qo, 91, 92, q3.
Input symbols: a, b.

Transitions: as indicated above.
Start state: qo.
Accepting state(s): gs.
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L (M), language accepted by a finite automaton N

consists of all strings w over its alphabet of input symbols satisfying
qo i)* q with qg the start state and g some accepting state. Here

U x
dgo — (g
means, if u = ajas ... a, say, that for some states
di1,92, .- - s qn, = q (not necessarily all distinct) there are transitions
of the form

aj a2 as an
gqo — q1 — q2 — *** —> dn = (.

N.B.

casen =0: q = q iff q=q
Cx 1 a /

casen =1. g = q iff q — q".

11



A non-deterministic finite automaton (NFA), M ,
is specified by

e a finite set States s (of states)
e a finite set 2ips (the alphabet of input symbols)

e for each g € Statesps and each a € Xip, a subset
Anrr(q,a) C Statesps (the set of states that can be reached
from g with a single transition labelled a)

® anelement sps € Statesps (the start state)

® asubset Accept,; C Statesps (of accepting states)
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Example of a non-deterministic finite automaton

Input alphabet: {a, b}.
States, transitions, start state, and accepting states as shown:

a a
a a a
o) )
b b

The language accepted by this automaton is the same as for the
automaton on Slide 10, namely

{u € {a,b}”™ | u contains three consecutive a’s }.
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A deterministic finite automaton (DFA)

is an NFA M with the property that for each g € States s and

a € Xy, the finite set A ps(q, @) contains exactly one element—call
itonr(g,a).

Thus in this case transitions in M are essentially specified by a
next-state function, 0 5y, mapping each (state, input symbol)-pair

(g, a) to the unique state d 7 (g, a) which can be reached from q by a
transition labelled a:

q=>q iff ¢ =0dn(q, a)
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An NFA with e-transitions (NFA®)
is specified by an NFA /M together with a binary relation, called the
e-transition relation, on the set States s . We write

q=>q

to indicate that the pair of states (q, q”) is in this relation.
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L (M), language accepted by an NFA® M

consists of all strings w over the alphabet 22 ps of input symbols
satisfying qo = q with qg the initial state and g some accepting state.

Here - => - is defined by:

& 47 / : € /
q = q iffq = q" orthereis a sequence q — - - - q of one or more
e-transitions in M from g to q’

€

g = q (fora € Tp)iffq =+ =« = q’

g2 ¢ fora,b e Spy)iffg==>-5H .. 5.5 ¢

and similarly for longer strings
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Example of the subset construction

OpM

0

{go}

{a1}

{g2}
{90,491}
{90, q2}
{g1,q2}
{40, g1, q2}

a b

0 0
{90, 91,92} {q2}

{aq1} 0
0 {az2}
{90, q1,92} {q2}
{90, 91,92} {q2}
{a1} {a2}
{90, 91,92} {q2}
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Theorem. For each NFA® M there is a DFA P M with the same

alphabet of input symbols and accepting exactly the same strings as
M, i.e. with L(PM) = L(M)

Definition of P VI (refer to Slides 12 and 14):

e Statespng « {S | S C Statesps}

def
o EPM EM

e S5 S inPMift S’ = dpar(S,a), where
def
Spm(S,a) = {q¢' | 3¢ € S(¢= ¢’ in M)}

def
OSPME{(I|SM=>(I}

o Acceptpy, =

{S € Statespps; | g € S (q € Accepty;)}
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