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1 Introduction

1. Evaluate the integral
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whereM is a symmetricn× n matrix with real elements,v ∈ R
n, c ∈ R and

x
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]

∈ R
n.

2 Planning

1. An undergraduate, eager to meet some jolly new friends, has turned up at this term’s Big Party, only
to find that it is in the home of her arch rival, who has turned her away. She spies in the driveway a
large box and a ladder, and hatches a plan to gatecrash by getting in through a second floor window.
Party on!

Here is the planning problem. She needs to move the box to the house, the ladder onto the box, then
climb onto the box herself and at that point she can climb the ladder to the window.

Using the abbreviations

• B - Box

• L - Ladder

• H - House

• C - Ms Compsci

• W - Window

The start state is¬At(B,H), ¬At(L,B), ¬At(C,W ) and¬At(C,B). The goal isAt(C,W ). The
available actions are

Move(L,B)

At(L,B)

¬At(L,B)

Move(B,H)

At(B,H)

¬At(B,H),¬At(L,B)

Move(C,W )

At(C,W )

At(B,H),At(L,B),At(C,B)

Move(C,B)

At(C,B)

¬At(C,B)

Move(L,D)

¬At(L,B)

At(L,B)
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Construct the planning graph for this problem (you should probably start by finding a nice big piece
of paper) and use the Graphplan algorithm to obtain a plan.

2. Beginning with the domains

D1 = {climber}

D2 = {home, jokeShop, hardwareStore, spire}

D3 = {rope, gorilla, firstAidKit}

and adding whatever actions, relations and so on you feel areappropriate, explain how the problem of
purchasing and attaching a gorilla to a famous spire can encoded as a constraint satisfaction problem
(CSP).

If you are feeling particularly keen, find a CSP solver and useit to find a plan. The course text book
has a code archive including various CSP solvers at:

http://aima.cs.berkeley.edu/code.html

3. Exam question: 2008, paper 7, question 6.

4. Exam question: 2009, paper 7, question 4.

5. Exam question: 2011, paper 7, question 2.

3 Uncertainty

1. Prove that conditional independence, defined in the lectures notes as

Pr(A,B|C) = Pr(A|C) Pr(B|C)

can equivalently be defined as
Pr(A|B,C) = Pr(A|C).

2. Derive, from first principles, the general form of Bayes rule

Pr(A|B,C) =
Pr(B|A,C) Pr(A|C)

Pr(B|C)
.

3. This question revisits the Wumpus World, but now our hero,having learned some probability by
attendingArtificial Intelligence II, will use probabilistic reasoning instead of situation calculus.

Our hero, through careful consideration of the available knowledge on Wumpus caves, has estab-
lished that each square contains a pit with prior probability 0.3, and pits are independent of one-
another. LetPiti,j be a Boolean random variable (RV) denoting the presence of a pit at row i,
columnj. So for alli, j

Pr(Piti,j = ⊤) = 0.3 (1)

Pr(Piti,j = ⊥) = 0.7 (2)

In addition, after some careful exploration of the current cave, our hero has discovered the following.
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Pit1,1 = ⊥

Pit1,2 = ⊥

Pit1,3 = ⊥

Pit2,3 = ⊥

B denotes squares where a breeze is perceived. LetBreezei,j be a Boolean RV denoting the
presence of a breeze ati, j

Breeze1,2 = Breeze2,3 = ⊤ (3)

Breeze1,1 = Breeze1,3 = ⊥ (4)

He is considering whether to explore the square at2, 4. He will do so if the probability that it contains
a pit is less than0.4. Should he?

Hint: The RVs involved areBreeze1,2,Breeze2,3,Breeze1,1,Breeze1,3 andPiti,j for all the
i, j. You need to calculate

Pr(Pit2,4|all the evidence you have so far)

4. Continuing with the running example of the roof-climber alarm...

The porter in lodge 1 has left and been replaced by a somewhat more relaxed sort of chap, who
doesn’t really care about roof-climbers and therefore actsaccording to the probabilities

Pr(l1|a) = 0.3 Pr(¬l1|a) = 0.7
Pr(l1|¬a) = 0.001 Pr(¬l1|¬a) = 0.999

Your intrepid roof-climbing buddy is on the roof. What is theprobability that lodge 1 will report
him? Use the variable elimination algorithm to obtain the relevant probability. Do you learn anything
interesting about the variableL2 in the process?

5. Exam question: 2005, paper 8, question 2.

6. Exam question: 2006, paper 8, question 9.

7. Exam question: 2009, paper 8, question 1.
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