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Abstract

We imnvestigate one technique to produce 2 summary
of an origina! text without requiring 1ts full seman-
tic interpretation, but instead relying on a model of

. the topie progression i the text denved from lex-
ical chains We present a new algonthm to com-
pute lexical chains 1n a fext, merging several robust
knowledge sources the WordNet thesaurus, a part-
of-speech tagger and shallow parser for the 1dentifi-
cation of nominal groups, and a segmentation algo-
rnthm derived from (Hearst, 1994) Summanzation
proceeds 1n three steps the orgmal text 15 first seg-
mented, lexical chams are constructed, strong chains
are 1dentified and significant sentences are extracted
from the text We present i this paper empincal
results on the 1dentification of strong chamns and of
significant sentences

Introduction

Summanrization 1s the process of condensing a source
text into a shorter version preserving its information
content It can serve several goals — from survey
-analysis of a saentific field to quick indicative notes
on the general topic of a text Producng a quality

informative summary of an arbitrary text remams

a challenge which requires full understanding of the
text Indicative summaries, which can be used to
quickly decide whether a text 18 worth reading, are
naturally easier to produce In this paper we mvesti-
gate a method for the production of such mndicative
summanes from arbitrary text
- (Jones, 1993) describes summarization as a two-
step process (1) Bullding from the source text a
source representation, (2) Summary generation —
forming summary representation from the source
representation bult in the first step and synthesizing
the output summary text

Within this framework, the relevant question 1s
what information has to be mcluded 1n the source
representation 1 order to create a summary There
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are three types of source text mformation hogwms-
tic, domamn and commumcative Each of these text
aspects can be chosen as a basa for sonree represen-
tation

Summaries can be built on a deep semantac anal-
ysis of the source text For example, (McKeown and
Radev, 1995) investigate ways to produce a coher-
ent summary of several texts describing the same
event, when a detailed semantic representation of
the source texts 15 available (in ther case, they use
MUGC-style systems to interpret the source texts)

Alternatavely, " early summarization
gystems (Luhn, 1968) used only hinguistic source 1n-
formation The intuition was that the most frequent -
words represent the 1mportant coneepts of the text
In this approach the source representation was the
frequency table of text words Tlus representation
abstracts the text into the umon of 1ts words without
considerng any connection among them

In contrast to these two extreme positions (using
ag a source representatton a full semantic representa-
tron of the text or reducng it to a simple frequency
table), we deal n this paper with the 1ssue of pro-
ducing a summary from an arbitrary text without re-
quiring its full understanding, but using widely avail-
able knowledge sources QOur mamn goal 18 therefore
to find a middle ground for source representation,
rich enough to buld guahty mdicative summaries,
but easy enough to extract from the source text to
work on arbitrary text _ '

Over-ammplification can harm the quality of the
gource representation As a trivial ilustration, con-
sider the following two sequences

1 “Dr Kenny has wmvented an enesthelsc machine
This dewice conirols the rale et which an ana-
esthetic 15 pumped tnto the blood”

2 “Dr Kenny has invented en anesthetic machine
The Doctor spent two years on this research ”

“Dr Kenny” appears once 1 both sequences and



so does “machine® But sequence 11s about the ma-
chitie, and sequence 2 18 about the “dector® Ths
example indicates that if the source representation
does not supply nformation about semantically re-
lated terms, one cannot capture the “aboutness” of
the text, and therefore the summary will not capture
the main point of the onginal text

The notion of cohesion, mtroduced mn (Hallday
and Hasan, 1976) captures part of the mtwtion Co-
hesion 1s a device for “sticking together” different
parts of the text Cohesmoen 13 achieved through the
use of semantically related terms, reference, ellipsis
and comyunctions

Among these different means, the most eanily 1de-
ntifiable and the most frequent type 18 lexical cohe-
sion (as discussed in (Hoey, 1991)) Lexical cohe-
sion 18 created by using semantically related words
Halliday and Hasan classified lexical cohesion mto
reiteration category and collocation category Rent-
eration can be achieved by repetition, synonyms and
byponyms Collocation relations specify the relation
between words that tend to co-oceur 1 the same lex-
ical contexts (e g, “She works as a teacher tn the
School™)

Collocation relations are more problematic for 1d-
entificatron than rerteration, but both of these cat-
egones are 1dentifiable on the surface of the text
Lexacal cohesion oceurs not only between two terms,
but among sequences of related words —— called lez-
scal charns (Morns and Hust, 1991) Lexical chains

ent relations Consider the following example from
Hobbs(1978) “John can open the sefe He imows
the combination ”

(Morris and Hirst, 1991) show that the relation
between these two sentences can be nterpreted as
elaboratron or as ezrplanation, depending on “con-
text, knowledge and beliefs *

There 13, however, a close connection between dis-
course structure and cohemon Related words tend
to co-occur within a discourse umit of the text So
cohesion 18 one of the surface signs of discourse struc-
ture and lexical chains can be used to 1dentify 1t
Other signs can be used to wdentify discourse etruc-
ture as well (connectives, paragraph markers, tense
shifts) ,

‘In this paper, we mvestigate the use of lexacal
chamns as a model of the source text for the pur-
pose of producing a summary Obwviously, other as-
pects of the source text need to be integrated in the
text representation to produce quality summaries,
but we want to empirically mvestigate how far one
can go exploiting mamly lexical chams In the rest

.of the paper we first present our algorithm for lex- -

provide a representation of the lexical cobesive struc- -

ture of the text Lexical chams have also been used
for information retrieval (Starmand, 1996) and for
correction of malapropisms (Hirst and St-Onge, 1997
(to appear)) In this paper, we mvestigate how lex:-
cal chans can be used as a source representation for
sumimarization

Another important dimension of the binguiatic ste- -

ucture of a source text 13 captured under the re-
lated notion of coherence Coherence defines the
macro-level semantic structure of a connected dis-

course, while cohesion creates connectedness 1 a .

non-structural manner Coherence 18 represented m
terms of coherence relations between text segments,
such as eleboration, couse and ecplanation Some
researchers, ¢g, (Ono, Kazuo, and Sem, 1994),
use diseourse structure (encoded using RST (Mann
and Thompson, 1987) as a source representation for
summanzation) Clearly, this representation 18 ex-
pressive enough, the question 15 whether 1t 13 com-
putable In contrast to lexical cohesion, coherence
15 difficult to 1dentafy without complete understand-
ing of the text and complex inference In addition,
there 15 no precise criteria for classification of differ-

1cal chain construction We then present empirical
results on the identification of strong chaims smong
the possible candidates produced by our algonthm
Finally, we describe how lexical chams are used to

1dentify significant sentences within the source text
and eventually produce a summary

Algorithm for Chain Computing

One of the chief advantages of lexical cohemon 18
that 1t 18 an easly recogmmzable relation, enabling
lexical chains computation The first computational
model for lexical chains was presented 1n (Morris and
Harst, 1991) They define lexical cohesion relations
i terms of categones, mdex entries and pointers m
Roget’s Thesaurus Morris and Hirst evaluated that
their relatedness criterion covered over 90% of the
intmtive lexical relations Chains are created by tak-
ing a new text word and finding a related chain for
1t according to relatedness cnterna Morns and Hirst
imtroduce the notion of “activated chain” and “chain
returns”, to take 1mnto account the distance between
occurrenecs of related words They slso analyze fac-
tors contributing to the strength of a chain — rep-
etition, density and length Morns and Hirst did
not mplement their algorithm, because there was
nc machme-readable version of Roget’s Thesaurus
at the time

One of the drawbacks of their approach was that
they did not require the same word to appear with
the same sense m its different occurrences for it

_ to belong to a chain  For semantically ambiguous
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words, this can lead to confusions (e g , mxing two
senses of {able as a piece of furmiture or an array)
Note that choosing the appropriate chain for a word
18 equivalent to disambiguating this word 1n context,
which 15 a well-known difficult problem mn text un-
derstanding

More recently, two algonthms for the calculation
of lexical chains have been presented m Hirst and St-
Onge (1995) and Starmand (1996) Both of these
algonthms use the WordNet lexacal database for de-
termimng relatedness of the words (Mller et al,
1990) Senses mn the WordNet database are tepre—
sented relationally by synonym sets (‘synsets’) —
which are the sets of all the words shanng a com-
mon sense For example two senses of “cemputer”
are represented as {ealculator, reckoner, figurer, es-
timator, computer} (3 ¢, a person who computes)
and {computer, data processor, electronic computer,
information processing system} WordNet contains
more than 118,000 different word forms Words of
the same category are hnked through semantic rela-
tions hke synonymy and hyponymy

Polysemous words appear i more than one syn-
sets (for example, compuler occurs m two synsets)
Approximately 17% of the words in WordNet are
polysemous But, a3 noted by Starmand, this fig-
ure 15 very musleading “a significant proportion of
WordNet nouns are Latin labels for biological en-
taties, which by their nature are monosemous and
our experience with the news-report texts we have
processed 15 that approxamately half of the nouns
encountered are polysemous ” (Starmand, 1996)

Generally, a procedure for constructing lexzcal ch-
ains follows three steps (1) Select a set of candrdate
words, (2) For each candidate word, find an appro-
priate chan relying on a relatedness cntenon among
members of the chans, (3) If 1t is found, insert the
word 1 the chain and update 1t accordingly

An example of such a procedure was represented
by Hirst and St-Onge (H&S) In the preprocessor
step, all words that appear as a noun entry 1 Word-
Net are chosen Relatedness of words 1s determined
in terms of the distance between ther occurrences
and the shape of the path connecting them m the
WordNet thesaurus Three kinds of relation are de-
fined extra-strong (between a word and its rep-
etition), strong (between two words connected by
a Wordnet relation) and medium-strong when the
link between the synsets of the words is longer then
one {only paths satisfying certain restrictions are ac-
cepted as valid connections)

The maximum distance between related words de-
pends on the kind of relation for extra-strong rela-
tions, there 15 not hrmt i distance, for strong rela-

tions, 1t 18 himited to a window of seven sentences,
and for medium-strong relations, 1t 18 within three
sentences back

To find a cham mm which to msert a given can-
didate word, extra-strong relations are preferred to
strong-relations and both of them are preferred to
medium-strong relations If a chain s found, then
the candidate word 1s inserted with the appropnate
sense, and the senses of the other words 1n the recerv-
ing chain are updated, so that every word connected
to the new word 1 the chain relates to its selected
senses only If no chain 1s found, then a new chain 15
created and the candidate word 18 mserted with all
1ts possible senses 1n WordNet

The greedy disambiguation strategy implemented
n this algorithm has some himtations 1ustrated by
the following example
Mr. Kenny 1s the person that tnvented an anaesthetic
machine which uses micro-computers to control the
rate at which an anaesthetic s pumped o the blood
Such machines are nothing new But his device uses
two micro-computers to achieve much closer monstor-
ing of the pump feeding the anassthetsc snto the patent

According to H&S’s algorthm, the chain for the
word “Mr” s first created [lex "Mr.", sense
{mister, Mr.}1 “Mr” belongs only to one synset,
so 1t 1s disambiguated from the beginming The word
“gerson” 15 related to this chain i the sense “a
hzman betng” by a medium-strong relation, so the
chain now contains two entnes
[lex "Mr.", semse {mister, Mr.}]
[lex “person", sense {person, individmal,

someone, man, mortal, human, soul}l

When the algorithm processes the word “machine®,
1t relates 1t to this chan, becaunse “machine”
the first WordNet sense (“an efficrent person™) 18
a holonym of “gerson™ m the chogen sense In other
words, “machme” and “person” are related by a
strong relation In this case, “machine” 19 disam-
biguated 1n the wrong way, even though after this
first occurrence of “machine”, there 1s strong evi-

~ dence supporting the selection of 1ts more common

sense- “micro-computer”, “dewice” and “pump” all
pomt to 1ts correct sense 1n this context — “any me-
chanzcal or elecitical device thal performs or assisis
an the performance”

This example indicates that disambiguation can-
not be a greedy decision In order to choose the nght
sense of the word the ‘whole picture’ of chain distn-
bution 1n the text must be conmdered We propose
to develop a chamning model according to all possible
alternatives of word senses and then choose the best
one among them

Let us illustrate this method on the above exam-
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ple First, a node for the word “Mr™ 15 created [lex
"Mr.", sense {master, Mr }] The next candi-
date word 15 “person” It has two senses “humen
besng” (person — 1) and “grammatical cetegory of
pronouns and verb forms™ (person—2) The choice
of sense for “person” sphts the chamn world to two
different interpretations as shown n Figure 1

G e
-

Figure 1 Step 1 Interpretations 1 and 2

ML) { e st

{person,

mdividual,
someone, ]

We define a component 23 a hst of interpretations
that are exclusive of each other Component words
influence each other in the selection of their respec-
tive senses

. The next candidate word “anaesthetsc™ 1s not re-
lated to any word 1n the first component, go we cre-
ate & new component for 1t with a single mterpreta-
tion N
The word “machine” has b senses machine; to
machwines In 1ts first sense, “an effictent persen”,
1t 18 related to the senses “person” and “Mr™ It
therefore influences the selection of their senses, thus
“machine” has to be 1nserted 1n the first component
After 1ts insertion the picture of the first component
becomes the one shown m Figure 2

. But if we continue the process and msert the wor-
ds “micro-compuler”, “device” and “pump”, the nu-
mber of alternative greatly increases The strongest
nterpretations are given wn Figures 3 and 4

Under the assumption that the text 18 cohessve,
we define the best interpretation as the mterpreta~
tion with the most connections (edges in the graph)

. In this case, the second interpretation at the end of
Step 3 1s selected, which predicts the right sense for
“machine” We define the score of an mterpretation
as the sum of i1ts chamn acores Chain score 15 deter-
mined by the number and weight of the relations be-
tween chain members Experimentally, we fixed the
weight of reiteration and synonym to 10, of antonym
to 7, and of hyperonym and holonym to 4" Qur al-
gonthm develops all posaible interpretations, main-
tamnng each one without self contradiction When
the number of possible interpretations 1s larger than
a certain threshold, we prune the weak mterpreta-

t1ons according to this criteria In the end, we select

from each component, the strongest interpretation

@ {Mr mster)
T person sndavedon)
‘mm ]
|ma=l’nna.l s

Step 2: Interpretation 1

QD

Machme

[Mr musicr)
[persoa)

{machmne, machne T

Step 2: Interpretation 2

achune

(Mr rmster)
{persob individuak
someane, |}

(maﬂ:me_‘ nnchme’ ]

Step 2- Interpretation 3

{Mr ,muster}
{persan)

Step 2: Interpretation 4
Figure 2 Step 2 Interpretations 1 to 4

In summary, our algonthm differs from H&S’s al-
gonthm m that it 1ntroduces, in addition to the re-
latedness criterion for membership to & chain, a non-
greedy disambiguation heuristic to select the appro-
priate senses of chain members

The two algonithms differ m twe other magor as-
pects the cniterion for the selection of candidate
words and the operative defimtion of a text umt

We choose as candidate words simple nouns and
noun compounds As mentioned above, nouns are
the main contnbutors to the “aboutness” of a text,
and noun synsets dommate n WordNet Both
(Stairmand, 18968) and H&S rely only on nouns as
candidate words In our algorithm, we rely on the
results of Brill's part-of-speech tagging algorthm to
1dentrfy nouns, whiule H&S do not go through this
step and only select tokens that happen to occur as
nouns 1n WordNet '

" In addition, we extend the set of candidate words
tonclude noun compound We first empincally eval-
uated the importance of noun compounds by taking
mto account the noun compounds exphatly present
in WordNet (some 60,000 entries in WordNet are
noun compounds such as “gea level” or collocations
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Figure 4 Step 3 Interpretation 2

such as “diptal computer”) However, Enghsh m-
cludes a productive system of noun compounds, and
m each domain, new nous-compounds and colloca-
tiong not present in WordNet play a major role

‘We addressed the 1ssue, by using a shallow parser
(developed by Ido Dagan’s team at Bar Ilan Um-
versity) to identify noun-compounds using a sirnple
characterization of noun sequences’ This has two
major benefits (1) 1t 1dentafies 1mportant concepts
m the doman (for example, m a text on “guen-
tum computing”, the main token was the noun com-
pound “guartum compuiing® which was not present
m WordNet), (2) it ehminates words that occur as
modifiers as possible candidates for chain member-

ship For example, when “quentum compufing” 18 ~

“selected as a single umt, the word “quantum® 15 not
selected This 18 benefic1al because 1n thia example,
the text was not about “gquantum”, but more about
computers When a noun compound 1s selected, the
relatedness criterion 1n WordNet 1s used by consider-
g its head noun only Thus, “quentum computer”
18 related to “machine™ as a “compuler”

The second difference m our algorithm les
the operative defimtion we give to the notion of
text umt We use as text umits the segments ob-
tamed from Hearst’s algorithm of text segmentation
(Bearst, 1994) We bwld chans in every segment
according to relatedness critena, and 1n a second
stage, we merge chains from the different segments
using much stronger critena for connectedness only

two chamns are merged across a segment houndary
only if they contain a common word with the same
sense Qur intra-segment relatedness eriterionas less
strict members of the same synsets are related, a
node and 1its offspring m the hyperonym graph are
related, sblings 1 the hyperonym graph are related
only 1f the length of the path 13 less than a threshold
The relation between text segmentation and lex-
1cal chain 18 delicate, smce they are both derrved
from partially common source of knowledge lexical
distribution and repetitions In fact, lexical chains
could serve as a basis for an algonthm for segmen-
tation We have found empircally, however, that
Hearst’s algonthm behaves well on the type of texts
we checked and that 1t provides effectively a sohd
basis for lexical chans construction :

Building Summaries Using
Lexical Chains

We now 1nvestigate how lexical chains can serve as
a source representation of the onginal text to buld
a summary The next question 18 how to buld sum-
mary representation from this source representation

The most prevalent discourse topic will play an
umportant role mn the summary We first present
the intntion why lexical chains are a good indicator
of the central topic of a text Given an appropri-
ate measure of strength, we show that picking the
concepts represented by strong lexcal chains pives a
better indication of the central topic of a text than
simply piclang the most frequent words 1n the text
(which forms the zero-hypothesis)

For example, we show m Appendix a sample
text about Bayesian Network technology There, the
concept of network was represented by the words
“setwork” with 6 occurrences, “net” with 2, and
“system® with 4 But the summary representa-
tion has to reflect that all these words represent
the same concept Otherwise, the summary gen-
eration stage would extract wnformation separately
for each term The chain representation approach
avolds completely this problem, because all these
terms occur 1n the same chan, which reflects that
they represent the same concept )

An additional argument for the chain representa-
tion as opposed to a simple word frequency model
18 the case when a single concept 1s represented by a
oumber of words, each with relatively low frequency
In the same Bayesian Network sample text, the con-
cept of “information” was represented by the words
“information” (3), “detum® (2), “knowledge” (3),
“concept” (1) and “model” 1 In this text, “informa-
t10n” 18 & more 1mportant concept than “computer™
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which occurs 4 tumea Because the “mformai:on”‘

" chain combines the number of occurrences of all 1ts
members, 1t can overcome the weight of the single
word “compuier” ‘

Scoring Chains

In order to use lexacal chains as outlined above, one
must first 1dentify the strongest chamns among all
those that are produced by our algomithm As is
frequent 1n surnmanzation, there 18 no formal way
to evaluate chamn strength (as there 15 no formal
method to evaluate a summary quahty) We there-
fore rely on an empincal methodology We have
developed an environment to compute and graph-
1cally visuahze lexical chains to evaluate experimen-
tally how they capture the mam topics of the texts
Figure 5 shows how lexical chains are visualized to
help human testers evaluate therr importance

Figure 5 Visual representation of lexacal chains

We have collected data for a set of 30 texts
extracted from popular magazmmes (from “The
Economist” and “Scientific American”), all of them
are popular science genre For each text, we manu-
ally ranked chains m terms of relevance to the mam
topics We then computed different formal measures
on the chams, mncluding chain length, distmbution
- m the text, text span covered by the chan, denaty,
graph topology (diameter of the graph of the words)
and number of repetitions The results on our data
set mndicate that only the following parameters are
good predictors of the strength of a chain

Length: The number of occurrences of memberzs of
*  the chamn

Homogeneity index: 1 - the number of distinct
occurrences divided by the length

We designed a score function for chains as
Score(Chan) = Length * Homagenedy

When ranking chamns according to their score, we

evaluated that strong chains are those which satisfy

our “Strength Criterton”®

Score(Chan) > Average(Scores) +

- 2 * StandardDeviation(Scores)

These are prehminary results but they ate con-
firmed by our experence on 30 texts analyzed ex-
tensively We have expenimented with different nor-
mahgation methods for the score function, but they
do not seem to ymprove the results We plan on
extendmmg the empirical analysms n the future and
to use formal learning methods to determine a good
scormg function B

The average number of strong chains selected by
thia selection method was 5 for texts of 1055 words
on average (474 words mmmum, 3198 words max-
mum), when 32 chains were onginally generated on
average The strongest chain of the sample text are
represented m Appendix :

Extracting Significant Sentences

Once strong chains have been selected, the next step
of the summanzation algorithm 1s to extract full sen-
tences from the ongnal text based on chamn distri- -
bution 7

We nvestigated three alternatives for this step

Heuristic 1 For each chain m the summary rep-
resentation choose the sentence ihat contams the
firat appearance of a cham member 1n the text

This heuristic produced the following summary for
the text shown in Appendix
When Microsoft Sentor Vice President Steve Ballmer
firat heard his company was planning to make o huge mn-
vestment in an Internet serusce offering movie reviews
and local entertasnment information s magor cstres
across the naton, he went to Chatrman Bill Gates urth
hts concerns  Microsoft’s competitive advantage, he re-
sponded, was it ezpertise wn Bayesian networks
Bayestan netuarks are conpler diagrams that organuze
the body of knowledge i any giwen area by mapping out
cause and effect relationships among key variables and

encodsng them with numbers that represent the ertent to
which one variable 15 Iikely to affect another

Programmed wto computers, these systems can auto-
matically generate optimal predictions or decisions even
when key pieces of informatson are mrssing

When Microsoft an 1993 hered Eric Horuitz, Dawsd Heck-
erman and Jack Breese, proneers sn the development of
Bayesian systems, colleagues in the field were surprized

The problem with this approach 1s that all words
m a cham reflect the same concept, but to a different
extent For example, in the Al cham, (Appendix ,
Cham 3) the token “sczence” s related to the con-
cept “AI”, but the words “AI” and “field” are more
sutable to represent the mam topic “A7” m the con-
text of the text That 1, not all cham members are
good representatives of the topic (even though they
all contnbute to 1ts meamng)
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We therefore defined a enterion to evaluate the
appropriateness of a chamn member to represent its
chamn based on 1ts frequency of occurrence in the

chain” -‘We found experimentally that such words, -

call them regresenfative words, have a frequency m
the chain no Jess than the average word frequency
i the chain For example, 1n the third chamn the
representative words are “field” and “Al”

Heuristic 2 We therefore defined a second hen-
ristic based on the notion of representative words

For each chain in the summary representation,
choose the sentence that contains the first appear-
ance of a representative chamn member 1n the text

In this special case this heunstxc gives the same
result as the first one

Heuristic 3 Often, the same topic 18 dmcussed
m a number of places 1n the text, so 1is chan 15
distributed across the whole text Stll, m some text
unit, this global topic 18 the central topic (focus) of
the segment We try to 1dentafy this umit and extract
sentences related to the topic from this segment (or
successive segments) only

We characterize this text umt as a cluster of suc-

cesstve segments with high density of chain mem-

bers Our third heuristic 1s based on this approach

For each chain, find the text unit where the cham
1s highly concentrated Extract the sentence with
the first chamn appearance 1n this central umt Con-
centration 18 computed as the number of cham mem-
bers occurrences 1n a segment divided by the number
of nouns 1n the segment A chamn has ligh concen-
tration if 1ts concentration 1s the maxumum of all
chamns Cluster 18 group of successive segments such
that every segment contains chamn members -

Note that i all these three techmiques only one
sentence 13 extracted for each chan (regardless of
its strength)

For most texts we tested, the ﬁrst and second tech-

mques produce the same results, but when they are
different, the output of the second technique 1s bet-
ter Generally, the second techmque produces the
best summary We checked these methods on our
- 30 texts data set Surprisingly, the third heuns-
tic, which mtution predicts as the most sophisti-
cated, gives the least mdicative results This may
be due to several factors our critema for ‘cen-
trahty” or ‘clustering’ may be msufficient or, more
likely, the problem seems to be related to the in-
teraction with text structure The third heurnstics
tends to extract sentences from the middle of the
text and to extract several sentences from distant
places m the text for a single chain The complete
results of our experiments are available on-line at
bttp://9ww ¢s bgn.ac 1l/summarizatlon-test

" Limitations and Future Work

We have 1dentified the follow:ng main problems with
our method .

+ Sentence granulanty all our methods extract
whole sentences as single umts This has several
drawbacks long sentences have significantly hi-
gher hkelihood to be selected, they also melude
many constituents which would not have been
selected on their own ment ‘The alternative
18 extremely costly 1t involves some parsing of
the sentences, the extraction of only the central
constituents from the source text and the regen-
eration of a summary text using text generation
techmques :

« Extracted sentences contain anaphora hnks to
the rest of the text This has been wvestigated
and observed by (Black, 1994) Several heur:s-
tics have been proposed m the hiterature to ad-
dress this problem (Paice, 1890), (Paice and
Husk, 1991) and (Black, 1994) The strongest
seems to be to include togéther with the ex-
tracted sentence the one immediately preceding
1t Unfortunately, when we select the first sen-
tence 10 a segment, the preceding sentence does
not belong to the paragraph and rts insertion
has a detrimental effect on the overall coherence
of the summary A preferable solution would
be to replace anaphora with thewr referent, but
again this 1s an extremely costly solution

¢ Our method does not provide any way to control
the length and level of detad of the summary
In all of the methods, we extract one sentence
for each chain The number of strong chams re-
mauns small (atound 6 or 6 for the texts we have
tested, regardless of their length), and the re-
matmng chains would introduce too much nowse
to be of interest 1n adding details The best so-
lution seems to be to extract more matenal for
the strongest chains

The method presented 1n this paper 18 obwously
partial n that 1t only considers lexical chams as a
source representation, and ignores any other clues
that could be gathered from the text Still, our
first informal evaluation imndicates our results are of a
quality supenor to that of summanzers usnally em-
ployed m commercial systems such as search systems
on the World Wide Web on the texts we investigated
A large-scale evaluation of the method and how sen-
sitive 1t 18 to the quality of the thesaurus and to its
parameters 1s under way
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Bayesian Networks Text

When Microsaft Senjor Vice Pressdent Steve Ballmer first heard hrs company was
planning to make a huge mvestment in an internet service offenng movia rewews and
major ctset acrosé thanation he went to Chaxeman

Bill Gates with his cencerns

After all Ballmer has bifftrons of dollers of his own money n Mscrosoft atock, and
entertanmentsa t axlclly the company's  strong pomt

But Gates d such reser ft's competitwe advantage, he re-
sponded, was its in B rk

Asked racently when computers would finally begin to understand human speech
Gates began discussing the cnteeal rots of Bayssian' systems

Ask any ather software executies sbout anythng Bayestan and you're iable to get a
Blank stare

Is Gates onto
weapon?

1g? Is this ahen ding technology Mi fL 2 new secret

lex di that the bady of knowtedge m any
swen area by mappmg ot cause-and-effect relateonships among key vanables and
dmg them with bers that rep the extent to which ane varmbls oo Idely

o affact. mol.her ()

these sy can ) pamalpre-

dl:ﬂom or dmmnl even when key pIEH of mformtation are mmn'
When Micreseft in 1993 hired Enc Horwitz, Dawid Heckerman end Jack Breese pio-

neers o the devel of Bay ¥ Heagues i the fiekd were surprised
Tha field was still an ob targely acad. P
y nets provide an hing graphical fremework™ that brngs tegether d-

verts efements of Al and increases the | range of its likaly application to the real workd
sqys Michael Jerdon pmfuuarofbnm and at the M

Inatitute of Technology

Microsoft is unquestionably tha most aggressiva n eupbntm; the new lppmlch Tha
company offers a free Web service that helps.
with their p and ds the 3
Web service helps p ther chil d
Harwitz who with two noﬂeaguu founded Knowledge {ndustries to develop taols for
deuchp-ng Bayesmn sy:tum says he and the sthersleft the company to Join Microsoft

way to resolve them Anodw
*¢ health probi

n part b they d to see thew th 1 work maore broadly apphed
Athoughthe uomp-rly dud unpmnt work for the National Acronauticsand Space Ad-

and ol Horvitz says ‘it anot lha your grandmother
will usert

Mitrosoft's activities in the ficld are now helping to build 2 gmundsneﬂ of support for
Bayesian deas

People look up to Microsoft * says Pearl, who wrole one of the key early texts on
BDayestan netwerks in 1888 nné has becomae an unofhicial spokesman for the field
‘Thqvemm a boost ta the whole ares”™

M ft o8 working on tach that will enable tha Bayesian networks to leam
of update themsclves automatically based or new kmmlod;a o task that s currently
cumbereonia

Bayesian Network Text: the
Strongest Chain

The Cntonon w 3 B8, here azo the five virong chams

CHAIN 1 Score = 140
it 1D n 1 pany 8
eptersatnment-service 1 enterprnse 1
massachusett-institute 1
CHAIN 2 Score =90
bayesian-pystem 2 ayvtom 3hayeuan—net 2
network 1 bay swork 5 P
CHAIN 3 Scnre =70
a1 2 artificial-intelligence 1
ficld T technology 1 scronce 1

CHAIN 4 Score = 60
technique 1 bay tech 1 dit 1
datum 2 model 1 nformation 3 area 1

knowledge 3
CHAIN 5 Scote =30
compuier 4
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