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BlueSwitch:	A	Multi	Table	OpenFlow	Switch

Your	design	can	look	completely	different!

Blueswitch:	Enabling	provably	consistent	configuration	of	network	switches,	Han	J.H.,	Mundkur P.,	Rotsos C.,	
Antichi G.,	Dave	N.,	Moore	A.W.,	Neumann	P.G.,	ACM/IEEE	ANCS,	Oakland,	CA,	USA,	7-8	May,	2015



• Open	source,	RISC	based	SoC architectures
• RISC-V	– RISC-V	ISA	soft	processor,	Linux	OS
• CHERI	– 64bit	MIPS	soft	processor,	BSD	OS

NetSoc:	NetFPGA +	Open	Source	Processors

Prototyping	RISC	Based,	Reconfigurable	Networking	Applications	in	Open	Source,		Han	J.H.,	Zilberman N.,	
Zeeb B.A,	Fiessler A.	and	Moore A.W.,	Technical	Report,	CoRR abs/1612.05547,	2016



pciebench:	an	open	source	tool	for	benchmarking	PCI	Express	

there	is	a	limited	understanding	of	PCIe functionality,	nor	
the	trade-offs	that	must	be	made	to	get	best-performance	
from	PCIe systems	

• pciebench tool	open	source	available
• It	builds	on	NetFPGA and	Netronome boards
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Power	Efficient	MAC
• A	Platform	for	100Gb/s	power-saving	MAC	design	
(e.g.	lights-out	MAC)

• Porting	MAC	design	to	SUME	permits:
– Power	measurements
– Testing	protocol’s	response	
– Reconsideration	of	power-saving	mechanisms
– Evaluating	suitability	for	complex	architectures	and	systems



• Accelerating	networking	services	
• Compiling	.Net programs

– To	x86	
– To	simulation	environment
– To	multiple	FPGA	targets

Emu:	Rapid	FPGA	Prototyping	of	Networking	Services	in	C#

Emu:	Rapid	Prototyping	of	Networking	Services,	Sultana	N.,	et	al.,	Usenix Annual	Technical	Conference	(ATC),	
July	2017



Open	Source	Network	Tester

• NetFPGA	platform	enabled	the	first	prototype	of	
OSNT.

• The	open	nature	of	NetFPGA	ecosystem	represents	
the	best	starting	point	for	open	HW/SW	community-
oriented	projects.

• OSNT	aims	to	build	a	community	as	NetFPGA	did.
OSNT:	Open	Source	Network	Tester,	Antichi G.	et	al.,	IEEE	Network	Magazine,	Special	issue	on	Open	Source	
for	Networking:	Tools	and	Applications,	2014



Open	source	hardware	and	software	platform	for	network	
monitoring	and	testing.

https://osnt.org
Low	cost,	flexible	to	update,	scale-out,	no	CPU	usage,	
nanosecond	resolution	measurements

OSNT:	Open	Source	Network	Tester

OSNT:	Open	Source	Network	Tester,	Antichi G.	et	al.,	IEEE	Network	Magazine,	Special	issue	on	Open	Source	
for	Networking:	Tools	and	Applications,	2014



Network	Tester	Comparison
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Open	Source	Network	Tester
§ OSNT	is	an	open	source	HW/SW	platform	for	network	testing
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§ Written	in	C,	Python
§ Open	API	and	registers

§ Written	in	Verilog	HDL	
using	standard	Xilinx	
protocols

§ Users	can	add	and	
modify	the	modules
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Open	Source	Network	Tester
OSNT	currently is:

§ 4x10Gbps	traffic	generator.
§ Capture	card	with	high	resolution	timestamp	(6.4nsec).
§ GPS-ready	synchronized	measurement	kit.



Open	Source	Network	Tester
OSNT	currently is:

§ 4x10Gbps	traffic	generator.
§ Capture	card	with	high	resolution	timestamp	(6.4nsec).
§ GPS-ready	synchronized	measurement	kit.

a	starting	point
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OSNT	RX	interface

MACPCS/
PMASFPPacket	in

§ Timestamp	taken	before	RX	queues	to	reduce	FIFO-induced	jitter
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OSNT	TX	interface

MAC
PCS/
PMA

SFP Packet	out

§ Timestamp	taken	after	TX	queues	to	reduce	FIFO-induced	jitter
§ Timestamp	overwrites	packet	data	at	a	configurable	offset
§ If	enabled,	it	will	overwrite	128bit	data:

Dst MAC ... signature pkt count tx timestamp ...

32 bit 32 bit 64 bit



OSNT	Timestamp

§ Free	running	counter?

§ We	could	use	a	64-bit	counter	driven	by	the	156.25MHz	system	
clock	(naïve	solution)
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OSNT	Timestamp

§ Free	running	counter?

§ We	could	use	a	64-bit	counter	driven	by	the	156.25MHz	system	
clock	(naïve	solution)

– provides	no	means	by	which	to	correct	oscillator	frequency	drift
– produces	timestamps	expressed	in	unit	of	6.4	ns
– fixed-point	representation	of	time	in	seconds	more	useful	to	
host
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OSNT	Timestamp

§ Direct	Digital	Synthesis	(DDS)	is	the	solution!!

§ DDS	is	a	technique	by	which	arbitrary	variable	frequencies	can	be	
generated

– need	a	time	reference	to	correct	DDS	rate	(the	GPS	provides	
long-term	stability)

– allow	64	bit	value	in	fixed-point	representation
– how Endace DAG	card	works!
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§ 4x10G	PCAP	replay	
engine

§ SRAM:	27MB
§ DRAM:	8GB

§ Delay	module
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§ 4x10G	PCAP	replay	
engine

§ SRAM:	27MB
§ DRAM:	8GB

§ Delay	module
§ Rate	limiter
§ TX	timestamping
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§ RX	timestamp
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§ RX	timestamp

§ Stats	collector
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§ RX	timestamp

§ Stats	collector

§ TCAM-based	Packet	Filter	
(5-tuple)
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§ RX	timestamp

§ Stats	collector

§ TCAM-based	Packet	Filter	
(5-tuple)

§ Cut-Hash	function
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§ RX	timestamp

§ Stats	collector

§ TCAM-based	Packet	Filter	
(5-tuple)

§ Cut-Hash	function
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OSNT	GUI
§ OSNT	GUI	– Extensible	Generator	and	Monitor	GUI	in	Python.
§ Command-Line-Interface	is	also	available.	

Generator	GUI

Monitor	GUI



49

OSNT	command	line
§ Command-Line-Interface	is	available	to	create	a	script	
automating	the	test	process.	



OSNT	in	action

Enabling	network	innovation	with	accurate	networking	systems	
characterization



Forwarding	latency	measurement
§ Unloaded	switches	baseline	latency	no	cross	traffic

TS-Tx

OSNT

OS	Kernel

Application

TS-Rx

device	under	test



Forwarding	latency	measurement

Blueswitch:	Enabling	provably	consistent	configuration	of	network	switches,	Han	J.H.,	Mundkur P.,	Rotsos C.,	
Antichi G.,	Dave	N.,	Moore	A.W.,	Neumann	P.G.,	ACM/IEEE	ANCS,	Oakland,	CA,	USA,	7-8	May,	2015



SDN	Testing	Suite

• SDN	enables	unprecedented	flexible	and	extensible	
network	control

• OpenFlow specifications	lack	performance	semantics
– What	does	a	barrier	reply	signifies?

• OpenFlow performance	aspects	are	yet	to	be	explored
– How	do	you	compare	two	OpenFlow switches?

• OpenFlow flexibility	is	not	always	portable	on	switch	
ASIC



OpenFlow toolstack X-Ray
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THE	PROACTIVE	CASE

Barrier	reply01.Barrier	request
02.Set	of	new	rules
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?

SDN	networks	performances



Control/Data	plane	consistency
Consistent	policy	update	affects	security	in	SDN.

SW0Untrusted

Port1

Untrusted

SW1

SW2

Trusted

Port2

U	->	SW1
T	->	SW2

Switch	Controller

Target	state	needed	to	update

T	->	SW1
U	->	SW2
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1.	Initial	rule					:	0	® 1

2.	Rule	update :	0	® 2

(as	a	set	of	different	IP	rules)

We	generate	an
aggregate	2Gbps
with	150B	packets

Control/Data	plane	consistency



Blueswitch:	Enabling	provably	consistent	configuration	of	network	switches,	Han	J.H.,	Mundkur P.,	Rotsos C.,	
Antichi G.,	Dave	N.,	Moore	A.W.,	Neumann	P.G.,	ACM/IEEE	ANCS,	Oakland,	CA,	USA,	7-8	May,	2015

Control/Data	plane	consistency
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Blueswitch:	Enabling	provably	consistent	configuration	of	network	switches,	Han	J.H.,	Mundkur P.,	Rotsos C.,	
Antichi G.,	Dave	N.,	Moore	A.W.,	Neumann	P.G.,	ACM/IEEE	ANCS,	Oakland,	CA,	USA,	7-8	May,	2015

Control/Data	plane	consistency

A	flow	modification	requires	only	to	change	the	“action”	in	the	
RAM.	The	flow	is	already	present	in	the	TCAM.



Blueswitch:	Enabling	provably	consistent	configuration	of	network	switches,	Han	J.H.,	Mundkur P.,	Rotsos C.,	
Antichi G.,	Dave	N.,	Moore	A.W.,	Neumann	P.G.,	ACM/IEEE	ANCS,	Oakland,	CA,	USA,	7-8	May,	2015

Control/Data	plane	consistency

A	flow	insertion	requires	also	to	write	the	matching	fields	in	the	
TCAM.
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