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against packet loss provided by the port aggregator’s
built-in memory buffer.

Abstract—Port-mirroring techniques are supported by many
of today’s medium and high-end Ethernet switches. The ubiquity

and low-cost of port mirroring has made it a popular method for . . . L
collecting packet traces. Despite its wide-spread use little work T1he advantage of the port-mirroring solution is its cost as
has been reported on the impacts of this monitoring method upon this feature is included for free with most managed switches

the measured network traffic. In particular, we focus upon each available on the market, it is relatively easy-to-use ang bea
of delay and jitter (timing difference), packet-reordering, and — qnfigured remotely. These advantages indicate why the port

packet-loss statistics. We compare the port-mirroring method L= ) .
with inserting a passive TAP (Test Access Point), such as amirroring technique has been a popular method for collgctin

fibre splitter, into a monitored link. Despite a passive TAP packet traces for various purposes ([1], [2], [3]). However
being transparent to monitored traffic, port-mirroring popularit y  the traffic trace artifacts incurred due to monitoring viatpo
arises from its limited set-up disruption, and (potentially) easier mirroring has not been well studied, which renders the risk
management. This paper documents experimental comparison of {4t gnalysis results based on the traffic trace collectad vi
traffic using the passive TAP and port-mirroring functionality, . . . . .
and shows that port-mirroring will introduce significant changes port .m'rror'ng method CF’“'d be biased or simply incorrect.
to the inter-packet timing, packet-reordering, and packet-loss— [N this paper, our focus is to answer three fundamental ques-
even at very low levels of utilisation. tions about the impact of port-mirroring in terms of timing,
reordering and loss:

. INTRODUCTION 1) The port-mirroring method needs to buffer packets from

the monitored link until they can be sent over the
mirroring link. What, then, are the exact differences
between the timing of the original packet streams on
the monitored link and the timing of their counterparts
on the mirroring link? This is particularly important
for any analysis which requires the packet inter-arrival
times(IATS).

2) Are the original packet sequences on the monitored link
maintained when the streams are put onto the mirroring
link by port mirroring method? In other words, does
the reordering occur on the mirroring link, and, if it

Traffic monitoring is crucial to operating all IP networks
for many reasons. Whether you want to monitor for security
threats, for troubleshooting problems, or for analysippaes,
you need a reliable way to see all of the traffic. Regardless of
what analyser or intrusion detection solution you choose, y
must decide on a method to give your monitoring equipment
physical access to the network traffic.

There are three common ways to fulfill this:

« Attach an analysis or monitoring device to a passive TAP
(Test Access Port) inserted into the target link(s).

Redirect traffic from the target link to analysis or mon-
itoring equipment attached via a network switch. The
network switch duplicates the required traffic from the

does, what are the reordering statistics? This question
is important to any analysis of packet orders and the
the reordering issue also affects the above timingalso

monitored data-stream, sending the replicas out a dedi-
cated interface/port (in Cisco terminology, a Switch Port g
ANalyser, or SPAN, and described as port mirroring
hereafter in this paper).

« A hybrid technique approach using a dedicated monitor

inserted into target link(s). The port aggregator repéisat ) )
traffic from one or more of these links and transmits ©ON the other hand, the passive TAP technique has been

the replicated traffic through a separate interface to tﬁ@garded as most effective and accurate measurement method

monitoring and analysis equipment. We do not analy&i/€ 10 its transparency and robustness (TAPs never drop
the port-aggregator approach specifically in this paper geRckets regardlgss of network conditions). We carrled_ out a
we consider it would share some of the disadvantagesrBfmber of experiments to try to answer the above questions by

the port-mirroring approach with some limited protectioﬁomparing the original packet traces collected via theipass
TAP and the mirrored traces collected via the port mirraring
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impacts IATs.

Since the buffer at the mirrored port can be overflowed,
the port-mirroring method might lose packets. In this
paper, we quantify the properties of packet loss arising
due to monitoring via port mirroring.
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Three types of packet traces were generated and fed into the
network to investigate the timing, reordering and lossstias

under different traffic patterns and traffic loads. Then weomairc hosss
repeated our experiments in a second test network construct r_;Ej Lab Switch1 Lab Switch?

using one Cisco Catalyst switch 2950 and one HP switch L] Fa0rt gy e ™ [ Faon ﬂ%
2824 to investigate whether the observed statistics a® als = Fa0r2

valid for other switches. Our main findings about the traffic [.]

trace artifacts in terms of timing difference, packet-t=sing : Faoix
and packet-lodsdue to monitoring via port mirroring are as  :
follows: k

o The traffic trace artifact in terms of timing difference
exists under different traffic load level using different
traffic patterns on different switches when the traces are

B 3 . Dg\l PowerEdge Server2 Dell PowerEdge Serverl
collected via port-mirroring method. with DAG card with DAG card

« Under a certain traffic load level, the statistics of timingrFig. 1. The network and measurement topology used in our erpets.

difference exhibit quite-similar characteristics for the ) ) . ) .
aggregated traffics in either direction of a monitored link!S€d in the network experiments to investigate the impacts

« The mean value of timing-difference statistics increas@S Port-mirroring on collected traces are discussed. The ex
with an increase in the traffic load on the monitore§€riment details and the results are presented in Section 3.

link and, although a certain timing difference value Cou|§>ection 4 discusses.sonje implica}tions of our findings on the
be dominant to some extent under a traffic load levé{S29€e of the port mirroring technique for the future network
the values of timing difference will span a range ofneasurement gnd _monltorlng. Section 5 provides concluding
microseconds even under lower traffic loads; remarks and directions for future work.

« When the traces are collected via port mirroring method, I
a significant percentage of packets get reordered for the
aggregated traffic in both directions of a monitored link
even under low levels of utilisation. This section discusses the measurement methods we used

« Packet reordering is observed for the aggregated traffit OUr experiments to investigate the traffic-trace artdac
in a single direction of a monitored link especially undeftcurred due to monitoring via port mirroring. We focus
higher traffic loads on the link. on examining whether any traffic-trace artifact: timing-dif

« The reordering time and reordering number statistié§rence, packet-reordering and packet-loss, will occuerwh
exhibit different characteristics for the traffic streamyaffic traces are collected using port-mirroring methodl an
with different packet sizes. And the characteristics dhen documentg the artifact characteristic. The passive TA

reordering-time and reordering-number for the aggregatt@fhnique has been regarded as the most effective and &ecura
traffic in both directions of a monitored link are consisterf’ethod to collect traffic traces due to its robustness and

under different traffic loads. transparency to the measurement data. Therefore, we stady t

. Both the statistics of reordering time and reorderingjaffic trace artifacts by comparing the port-mirroring e
number span a range of values although a certain valyth inserting a passive TAP (Test Access Point), such as a
can be dominant to some extent. fiber splitter, into a monitored link.

Using the port-mirroring method, M. Arliget al[1] reported The network and measurement topology used in our exper-

their estimated number of lost packets by watching for tH@ents IS shown n F'g. L. TWO. ethemet switches (Iab-swﬁchl
gaps in the TCP sequence numbers where they collected ?ﬁ‘g lab-switch2) are linked via a 1Gbps port (GI0/1, F_'g D
packet traces via the port-mirroring method. As the paperagOI each (_)f them connet_:ts a number_ of PC hosts, which act
main purpose was the analysis of TCP reset behavior in tﬂ%.the trgffm generators, its 10/100Mb't. ports. Mo.reow,—l
Internet, it did not provide more insights of the losses ined switchl is configured to mirror the traffics traversing itgtpo

using port-mirroring technique. Although some white papePiO/l in both directions to another 1Gbps port ( Gi0/2, Fig 1)

: Qo .e., the port mirroring feature is enabled. Thus, the nuei
[4], [5] predict the possible impacts on traces collected Vi K is the 1 Gbps point-to-point link between lab-switchida

e

port mirroring, none of them has given the experiment d )

to support their predictions. To the best of our knowledg %)'SW'tChz' Two D?” PowerEdge 2550 SEervers are deplqyed
the capture engine and each of them is equipped with a

our paper is the first effort to make a comprehensive stu
on traffic-trace artifacts incurred due to monitoring viartpo AG 4.5G2 card. The Cl.OCkS of the two DAG cards are locked
mirroring. together and synchronised to the clock of one PowerEdge
Paper orgainization follows this, in Section 2, the methods ' e A fiber splitter is inserted mtq t_he monl_tored lirk ¢
enable a DAG card to capture the original traffic streams on
ISection 2 provides the definitions of "timing difference” ket reorder- the link and another DAG card to capture the traffic streams

ing” and "packet loss” used in this paper. on the mirroring link.

100 Mbit/Sec

Normal PC hosts

Fa0/2

Gio/2

mirroring link

M ETHODS TOINVESTIGATE THE TRAFFIC TRACE
ARTIFACTSINCURREDVIA PORT-MIRRORING



packet stream on packet stream on packet stream on packet stream on : H H H H
the monitored link  the mirroring link the monitored link the mirroring link and another -COﬂ.talnS the traﬁ:lcl data on the mll’rorln.g link
(called the mirroring traffic trace file hereafter). Then, wié

ket e ‘ try to find every single packet of the original traffic tracefil
T packetl . . . . .
1 copture begns packet2 4 e in the mirroring trace file by comparing the packets o.f t'he two
. T trace f_|Ies. For a pqcke:\t with a tlmestarﬁp of the orlglngl
siins 1 | Rocwadseaen T J - trace file, we try to find it by searching arouffg for a certain
L TLIWW“M ‘ period * backwards and forwards in the mirroring trace file
capture endsde packet4 <= —+ packe? (See Flg Z(a)) and for the case that the paCkEI is not found
T capture ends after the above searching, it will be counted as the packet-
loss incurred due to monitoring via port-mirroring, othesey
Time Time Time Time its counterpart with a timestamp IikE{ will be found in the
mirroring trace file. The timing difference of a packet aral it
@ (0) counterpart incurred due to monitoring via port mirrorirsy i
Fig. 2. The measurement methods in our experiments. defined as follows: Time Difference fl/ —Ti.
To further investigate whether the statistics of timingeif N addition, we define a packet (e.goacket A to get

ence, packet-reordering and packet-loss will be affected eordered if the packet, which appears earlier than another
packet sizes, we used three different traffic patterns whiPRCket (e.g.packet B on the monitored link, appears later
are used to generate traffics by those PC hosts. The fiRan that packetpacket B on the mirroring link. Obviously,
traffic pattern is an 8-minute synthetic packet trace ctingjs & Number of packets which appear later tipatket Aon the
of packets which are distinguishable from each other afgenitored link can causpacket Ato get reordered. Below we
have the same packet size of 1500 octets (maximum etherf@} the packet, which not only causeacket Ato get reordered
packet size). The second traffic pattern is an 8-minute syicth but also the timestamp of which counterpart found on the
packet trace consisting of packets which are distinguiehatSni”OVing link is the smallest among the counterparts oktho
from each other and have the same packet size of 46 ocfe#§kets that causpacket Ato be reordered, as the causing-
(minimum ethernet packet size). The third traffic pattern f&ordering-packet opacket A Then, the reordering time of
a 15-minute real ethernet tradewith variable packet sizes Packet Ais defined as the subtraction of the timestamp of the
(called thereal ethernet trace in this paper) and we replacegPunterpart opacket Aand the timestamp of the counterpart of
only IP IDs of the packets in the trace to make distinguistabin€ causing-reordering-packet of packet A, and the regrgler
from each other. Then, during every experiment, a number '¥¢mber ofpacket Ais defined as the number of packets which
PC hosts connected to the switches will replay one of tf@usepacket Ato get reordered.
three packet patterns using the togpfire [6] to generate the ~ FOr instance, we assume that packetl, packet2, packet3 and
network traffics. Note that, when a traffic pattern is copie@acket4 of the original traffic trace file are found to matoé th
to a PC host for replaying, the source MAC addresses of tRackets packet, packet , packes and packet of the mir-
packets in the traffic pattern are changed to the PC Nid®@ring traffic trace file respectively (see Fig. 2(b)). Thees-
MAC address so that the traffic stream generated by differdafps of packetl, packet2, packet3 and packet4 are denoted
hosts is distinguishable. Moreover, we (hard-)configure oh 8STpacket1, Tpacket2s Tpackers @8N Tpackers @Nd it is assumed
the spare ports on lab-switchl to be the sink of all the packdpat Tpacket1 < Tpacker2 < Tpackets < Tpackers- Moreover,
received from lab-switch2 and one of lab-switch2's spamespothe timestamps of packet packe? , packes and packet
to be the sink of all the packets received from lab-switch@e denoted a8, .i.c;1, Tpackerzr Tpackers AN T cpers N it
Thus, the PC hosts connected to the switches do not needstassumed thal’,, .;...1 < Tucrers < Tpackets’ < Tpocpera)-
take careful of receiving packets. Based on the above definitions, packet4 and packet3 cause
The way we measure the terms “timing difference”, “packepacket2 get reordered and packet4 also causes packet3 gets
reordering” and “packet-loss” in our experiments is expdal reordered. Furthermore, if we assume that packet4 is the
below. The exact meanings of these terms in this paper &ausing-reordering-packet of both packet2 and packetd) th
given by examples. As illustrated in Fig. 2(a), we begithe reordering time of packet2 isl;ackeﬂ — T, rers @nd the

. packetd © .
capturing the traffic stream on the mirroring link first andeorder number of packet2 is 2, and the reordering time of

finish it later to guarantee that the traffic stream capturgecket3 isTllmkeB - T;ack,m and the reordering number of
on the monitored link will be found on the mirroring link. packet3 is 1.
After the above capture processes, two traffic trace filek wil

be obtained: one trace file contains the traffic data on the Ill. EXPERIMENTS AND RESULTS

monitored link (called the original traffic trace fifehereafter)  This section presents the results of network experiments
we conducted to investigate the traffic-trace artifactsiirexd

2This real ethernet trace was taken from a day-time trace ofCauser due to monitoring via port-mirroring method. Due to the

University CS-department.

Sthe packets which are not generated by PC hosts using ofie praftern
(e.g., packets originating from the switches) will first bétefed out by 4This search time period has been tested and validated in periments
comparing the source and destination MAC addresses. and it is different for different traffic patterns.



x 10° For the aggregated traffic in both directions on the monitoring port of HP ProCurve 2824
T

module slots, were equipped as the lab-switchl and lab-
switch2 shown in the network and measurement topology
(see Fig. 1), respectively. Secondly, a HP ProCurve switch
2824, which has 24 10/100/1000Base-T RJ-45 ports and 4
mini-GBIC Gigabit ports, was deployed as lab-switchl and

e . a Cisco Catalyst switch 2950G-48-El as lab-switch2 and the
0 . “Generated using the traffic pattern of the maximum packet sizg by 8, 16 PC hgsts experiments were repeated on them. Moreover, we will call

T T T T
Generated using the traffic pattern of real ethernet trace by 6, 11 PC hosts

éenera{{e us|ﬁg the traffic pattern of the m|rr\|rrr1um packet size by 6, 10 PC hosts l

Packets/s on the Target Link

° " 0 Time (9 0 *° *®  the direction from lab-switch1 to lab-switch2 on the moretb
x 10° For the aggregated traffic in both directions on the monitoring port of Cisco Catalyst 2950 ||nk the TX d|reCt|on and the ODDOSIte one fl'0m |ab'SW|th2 t
5 T T T T T

lab-switchl the RV direction hereafter throughout this grap
The packet and bit distributions of the traffics captured on
the monitored link in our experiments are shown in Figs.
3-4. It can be seen from the figures that the traffics are
almost static when generated using the traffic patterns with
¥~ Generated using the traffic pattern of the maximum packet size by 8, 16 PC hosts the maXimum and minimum ethernet paCket SiZeS, Whereas the
o 100 200 Tiii()(s) 200 500 wo traffics are much more bursty when generated using the traffic
Fig. 3. The packet distributions of the traffic captured o ithonitored link. pattern of real themet trace', This is Wh,at we expectg_je Not
that, for the traffic patterns with the maximum and minimum
page limitation, we report only a subset of our experimentathernet packet sizes, a 5-mins traffic trace was captured on
results here, where two typical traffic load levels (modg§at the monitored link and a 8-mins traffic trace was captured on
loaded: aroun(ﬁo%"?O% utilisation of the monitored link and the mirroring |ink’ respective'y; for the traffic patternimg
moderately overloaded: around0%-140%) utilisation of the the real ethernet trace, a 10-mins traffic trace was captmed

monitored link) were generated using each of the three ¢rafthe monitored link and a 12-mins traffic trace was captured
patterns® respectively. In addition, as mentioned in Sectiogy, the mirroring link.

2, the PC hosts connected to the lab-switchl and lab-switchZafter capturing the traffic traces on the monitored and
(see Fig. 1) are responsible for generating traffics into thgirroring links, we compare them using the methods intro-
network. In our experiments, the traffic loads generated @fced in Section 2. Then, the set of packets which appear
the monitored link were altered by changing the number g the monitored link and are also found in the mirroring
PC hosts connected to the switches. Furthermore, the traffigk can be obtained, so is the set of packets which appear
trace artifacts arising due to port mirroring were studied @n the monitored link but are not found in the mirroring
two ethernet switches: Cisco Catalyst Switch 2950 and HRk. For each found packet, its timing difference, reondgr
ProCurve 2824, to illustrate our findings are valid acrosgne and reordering number will be calculated based on their
different switches. definitions in Section 2. Next, the statistics of timing diince
will be calculated as follows: the time interval between the
- minimal and maximal values of timing difference of all found
: : e ' packets is divided into a number of 1-microsecond bins and
g @ ; : : then the number of packets of each timing value is counted.
e g e e oo eemetiace YD 1LPC oSS Importantly, the normalised count is used in this paper: the
Generated using the traffic pattern of the maximum packetsizeby;*m pchoss  Normalised count equals the count of packets for which the
S il o e timing-difference values fall into a specific 1-microsedon
! - — i e = —_bin divided by the total number of packets observed on the
Time (5) mirroring link. The statistics for reordering time and réering
6OOBncnstm:Lmon of the aggregated traffics in both directions on the monitoring port of Cisco Catalyst 2950  number are calculated using this method.

pattern of real ethernet trace by 6, 11 PC hosts

i)

ng the trafﬁc pattern of the minimum packet size by 6, 10 PC hosts
b 5

|

Packets/s on the Target Link
= IS

Bit distribution of the aggregated traffics in both directions on the monitoring port of HP ProCurve 2824

&

Mbps on the Target Link
5
(=]
o

A. Maximum-size ethernet packet size

This subsection reports the experiments where the traffic
pattern with the maximum ethernet packet size was replayed
by PC hosts to generate traffics into the switches.

Figs. 5-6 show the statistics of timing difference of the
0 0 Tme () o0 0 *® aggregated traffics in either TX or RV directidhincurred
Fig. 4. The bit distributions of the traffics captured on thenitared link. ~due to monitoring via port mirroring for this traffic pattern

First of all, two Cisco Catalyst switches (2950G-48-El)lt can be seen clearly from Figs. 5-6 that the traffic trace

each of which has 48 10/100 Ethernet ports and 2 GBHtifact in terms of timing difference exists under diffete

Mbps on the Target Link

5See Section 2 for the descriptions of the traffic patterndd Liseour 6This means that the traffics traversing the monitored link drerdid and
experiments only the traffics in either TX or RV direction are considered
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Fig. 5. Packet reordering time — maximum-size ethernet traceo$gsh) Fig. 6. Packet reordering time — maximum-size ethernet traceh@kts.)

TABLE | For the aggregated traffic in both directions using the traffic pattern with the maximum ethernet packet size
THE PERCENTAGE OF REORDERED PACKETS FOR THE AGGREGATED =777 7% Under the traffic load generated by 8 PC hosis on Cisco Catalyst 2050 ]
TRAFFICS IN E|THERTX OR RV OR BOTH DIRECTIONS g 0.4 . —#— Under the traffic load generated by 16 PC hosts on Cisco Catalyst 2950
2 |
Cisco Catalyst 2950 HP ProCurve 2824 2% 1 )
The percentage off Under traffic ~ Under traffic ~ Under traffic ~ Under traffi gozf T T o% 1
packets which load of load of load of load of 2.0 4 j | |
get reordered 8 PC hosts 16 PC hosts 8 PC hosts 16 PC host: | I
Both directions 21.080% 39.071% 17.099% 35.732% T T T 110 122 134 146 159 171 183 196 208 220 232
For TX only 0.00055% 0.00103% 0% 0.00039% Reordering Time (microsecond)
For RV only 0% 0.00123% 0% 0.00096% 07 I I —
0.6 i gnger !Ee !rag!c :oag genera:eg gy ?Gpgchgsls[ on HﬁPP;ngrve 22334}»
. . . . . SO nder the traffic load generatet Yy 0sts on roCurve
traffic load level on different switches for this traffic patt. ¢, | i
. . - -l
Moreover, under a certain traffic load on a switch, the stefis cos- | ]
of timing difference exhibit very similar characteristitg the £°°f T )
. . . . . S 0.2 -
aggregated traffics in either TX or RV direction. Furthermor =, | 1 § % i
the mean value of timing difference increases with the BISEE ol swmimmimmsmmsmmsmmsmmmmmpsmmm————

of the traffic load on the monitored link and the values o o7 Packet dRe_‘""e“:_gT'me‘m'”"se“‘?”‘” e ethernet 1

.. . . . 9. /. acketl reoraering time — maximum-size ethernet trace.
timing difference will span a range of microseconds even 9 9

under lower traffic loads. For the Catalyst Switch 295(  For the aggregated i in both directions using the tralfic paitern with the maximum ethernet packet size

the mean value of timing difference can reach around 24 ol | e e o e e e e 2o0o]

microseconds when the traffic load is around 1360Mbps (§°-5* ! i

the target link. B[ X 1
In addition, Figs. 5-6 show that the mean value of timinéovzf x\ 1

difference for the TX direction is a little smaller (aroun@ 2 >, =

microseconds) than the one for RV direction. We believe % I R CR R R

is due to the fact that the traffic stream in the TX directio

can be put onto the mirroring link by lab-switch1 immedigtel [T 5 U e e 4 e oo O st

while the traffic stream in the RV direction needs to travel tgoer 1
lab-switch1 on the monitored link first. We conjecture tha t 3,.| *

delay is the cumulation of both marshalling delays and trgw k |
propogation delays as this grade of switch would impleme™ " ‘\\;\*\
a store- %% - i*ﬁb ME I i % % 30

Reordering Number

Figs. 7-8 and Table 1 show the statistics of reordering time Fig. 8.
and reordering number incurred due to monitoring via port o o
mirroring for this traffic pattern. For the aggregated traffi through the 1.G|gab|t link. Furthermore, the characterssti
both directiond, it can be noticed that a significant percentag@f réordering time and reordering number of the aggregated
of packets get reordered. Moreover, Figs. 7-8 indicate tH&@ffics in both directions are consistent under differeatfic
there is a step of around 12 microseconds between consecuids on different switches for this traffic pattern. Fig8 aso
reordering time values. We believe it might be due to the fagflOW that the reordering time and reordering number span a
that this traffic pattern with the maximum ethernet packee si'ange of values although a certain value might be dominant
(1500 octets) needs around 12 microseconds to get trapgmif® SOme extent. Surprisingly, we also observe that packet-

reordering exists for the aggregated traffic in either TX br R

“This means that the traffics traversing the monitored link ithlairections direction espe_Cia“y under higher traﬁicl Iqads (see Table 1
are considered Due to the limited page space, the statistics of the rearderi

Packet reordering number — maximume-size ethernet trace.



. . - . TABLE I
time and reordering number of the aggregated traffic in d&iNg T4 percENTAGE OF REORDERED PACKETS FOR THE AGGREGATED

direction (either TX or RV direction) are not included in ghi TRAFFICS IN EITHERTX OR RV OR BOTH DIRECTIONS
paper. However, the above observgtlons for reordering time Cisco Catalyst 2050 P ProCurve 284
and reorderlng number are also valid for them. Percentage of | Under traffic ~ Under traffic ~ Under traffic ~ Under traffi
The statistics of packet loss incurred due to monitoring vjapackets which | load of load of load of load of
rt mirroring is as follows: there is no packet loss under th get reordered 6 PC hosts 10 PC hosts 6 PC hosts 10 PC hosts
port 9 ' P *"Both directions | 8.842% 25.702% 11.624% 24.782%
traffic load generated by 8 PC hosts; there are 26.738% argr7x only 0% 29.249% 0% 0%
26.965% packets on the monitored link lost on the mirroringror RV only 0% 0% 0% 0%

link under the traffic load generated by 16 PC hosts wheRean packet size in the observed traffics. Surprisingly, we
port mirroring is made on Cisco Catalyst Switch 2950 angbserved that there is no loss for this traffic pattern under
HP ProCurve 2824, respectively. the two traffic load levels when port mirroring is made either
on Cisco Catalyst Switch 2950 or HP ProCurve 2824. We
believe it might be due to the advantages of short packet
This subsection reports the experiments where the traf§ge: the internal buffer of the port-mirroring port (e.Gi0/2,
pattern with the minimum ethernet packet size was replayggle Fig. 1) might not easily get overflowed for this minimum

by PC hosts to generate traffics into the switches. ethernet packet size even if the average traffic load exceede
The statistics of timing difference of the aggregated taffi the pandwidth of the monitored link.

in either TX or RV direction are presented in Fig. 9-10. It

B. Minimum-size ethernet packet size

is also clearly indicated in the two figures that the traffic- 1~ Forihe aggragatad tafl i he = drecton on Hp Frocune 2624
. . . . . . . g > For the aggregated traffic in the irection on Cisco Catalyst
trace art|faCt in term Of t|m|ng dlﬁerence eXlStS undelf&fhént —~— For the aggregated traffic in the RV direction on Cisco Catalyst 2950
traffic load level on different switches for this traffic path. osf 8

Under a certain traffic load on a switch, the statistics ofrigm
difference also exhibit very similar characteristics fdret
aggregated traffics in either TX or RV direction. Furthersjor
the mean value of timing difference also increases with the
increase of the traffic load on the monitored link and the @galu
of timing difference will span a range of microseconds even
under lower traffic loads although the mean values of timing
difference are much smaller for this traffic pattern than the o:
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ones for the traffic pattern with the maximum ethernet packet e L .
size. The phenomenon that the mean value of timing differenc % O erene (rrosenon” B
for the TX direction is a little smaller than the one for RV Fig. 9. Packet reordering time — minimum-size ethernet traceogst)
direction iS a|so maintained for thlS traﬂ:ic pattern_ Ol;orlhetraffic patt‘em with the m‘inimum ethern‘et packetsize‘underthetrafﬂ‘c load generat‘ed by 10 PC hosts
Figs. 11-12 and Table 2 show the statistics of reorderir Kl Forihe saurequed aliin he 1 dreston en i Frocurve zoxs g
time and reordering number incurred due to monitoring v 5°° \ /7N Forthe agaregated watficin |
port mirroring for this traffic pattern. It is also noticedath ../ [N g eene e
a significant percentage of packets get reordered for t 5oz / \ 1
aggregated traffics in both directions. We also observe tt °*f o X:t ‘ o J i
packet-reordering exists for the aggregated traffic ineeith - P g Cherence mcosecony © °
TX or RV direction under higher traffic loads. Moreover, the oas | | | |
characteristics of reordering time and reordering number ¢ .| [ *_For the aggregated traific in the RV direction on Cisco Catalyst 2950
consistent under different traffic loads on the same switi§ozs; ‘\ 8
for this traffic pattern and the reordering time and reorri 3 °* g Forthe saaregated raffic in he T drection on Cisco Caayst 2950 7
number also span a range of values although a certain vaéoiii *5» |
might be dominant to some extent. We observed no paCkzovosf 1

reordering existing for the aggregated traffic in a singledi %o
tion on HP ProCurve 2824. However, packet-reordering &xist o o .
for the aggregated traffic in the TX direction on Cisco C:’ﬂalyF'g' 10. Packet reordering time — minimum-size ethernet traBeh(ists.)
Switch 2950 for this traffic pattern (see Table 2). C. Real ethenet packet trace

When comparing the characteristics of the timing difference This subsection reports the experiments where the traffic
and reordering for this traffic pattern with the one for thadfic  pattern of real ethernet trace was replayed by PC hosts to
pattern with the maximum ethernet packet size, we can cagenerate traffics into the switches.
clude that the traffic trace artifacts in terms of timing éifnce  The statistics of timing difference of the aggregated taffi
and packet reordering exhibit different characteristmsthe in either TX or RV direction are presented in Fig. 13-14. When
traffic patterns with different packet sizes and the meanesl combining the results in the above two subsections, we can
of their statistics will normally increase with the increagf concluded the following findings about the traffic tracefact
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« The traffic trace artifact in terms of timing differenceg
exists under different traffic load level using differen?
traffic patterns on different switches when the traces a

Figs. 15-16 and Table 3 show the statistics of reorderin
time and reordering number incurred due to monitoring v
port mirroring for this traffic pattern. When combining the
results in the above two subsections, the findings about th&er RV only

collected via port mirroring method.

Under a certain traffic load generated using a traff
pattern, the statistics of timing difference exhibit ven
similar characteristics for the aggregated traffics inegith

TX or RV direction.

The mean value of timing difference statistics increast

Normalized Counts

with the increase of the traffic load on the monitore
link and it also increases with the increase of the mei
packet size in the observed traffic trace. Moreover, the
mean value of timing difference for the TX direction is

a little smaller than the one for RV direction.

The values of timing difference will span a range o

microseconds even under lower traffic loads.

traffic trace artifact in terms of packet reordering incdrokie
to monitoring via port mirroring can be concluded as follows
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THE PERCENTAGE OF REORDERED PACKETS FOR THE AGGREGATED

TRAFFICS IN EITHERTX OR RV OR BOTH DIRECTIONS

Cisco Catalyst 2950 HP ProCurve 2824
Percentage of | Under traffic ~ Under traffic ~ Under traffic ~ Under traffi
ackets which | load of load of load of load of
get reordered 6 PC hosts 11 PC hosts 6 PC hosts 11 PC hopsts
ABoth directions | 30.739% 34.457% 12.078% 21.339%
For TX only 7.777% 0.0573% 0.00012% 0.00102%
0.0036% 0% 0% 0.00008%




For the aggregated traffic in both directions using the traffic pattern of real ethernet trace

method, it will not only affect the inter-arrival time stsiiics,

but also bias all the analysis results which are based on
the packet arrival sequences, e.g., the analysis of TCR rese
behavior based on TCP sequence number. Therefore, for this
1 kind of analysis, we also recommend using the more accurate
method to collect their data traces.

V. CONCLUSION
I U‘nder the tr‘affic load ‘generated‘ by 6 PC r‘msts on H‘P ProCurv‘e 2824 L

The port-mirroring technique is supported by most of to-
—#—_Under the traffic load generated by 11 PC hosts on HP ProCurve 2824 , . ! .
205l | day’s switches and is a popular method for collecting packet

T T T T T T T
A 4. Under the traffic load generated by 6 PC hosts on Cisco Catalyst 2950
[} —<— Under the traffic load generated by 11 PC hosts on Cisco Catalyst 2950

Normalized Counts
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Soaf | 1 traces for various purposes due to its wide availability and
BT 1 low cost. However, its side effects or impact on the colldcte
oal \%* 1 traffic traces in terms of timing difference, packet reonuigr
oL TSt s e s - and packet losses, have been little known by the networking
, Feerdering Number community. In this paper, we carried out the well-designed
Fig. 16. Packet reordering number — real ethernet trace.

« When the traces are collected via port mirroring methoS?‘F’?”me”ts to try to make a comprehgnsﬁve gtudy on the
a significant percentage of packets gets reordered fgflfflc trace artlfac_:ts incurred due to monitoring via pofit-m
the aggregated traffics in both directions even under IiRiNg. The experiment results show that, when the traces ar
levels of utilisation. collected via port mirroring method, the traffic trace atifin

« Packet-reordering might exist for the aggregated traffic {§rm of timing difference does exist and under differenffica
a single direction of the monitored link especially undelPad level using different traffic patterns on different shies,
higher traffic loads. Furthermore, a significant percentage of packets get resuide

. The characteristics of reordering time and reorderirf§" the aggregated traffic in both directions of a monitored
number for the aggregated traffics in both directions dhk even under low levels of utilisation. We also document
the monitored link are consistent under different traffithe statistics of the timing difference, packet reorderangl
loads. packet losses observed in our experiments, which sugdmests t

« Both the reordering time and reordering number span3ore-accurate methods should be used to collect the packet

range of values although one of them is dominant. ~ traces if the network monitoring and/or analysis needs to

For this traffic pattern, there is no packet loss under tﬁl&fer highly accurate inter-arrival time statistics or &lyr on

traffic load generated by 6 PC hosts; there are 0.00313%CUrate packet arival sequences.
and 0.0077% packets on the monitored link get lost on thgture work
mirroring link under the traffic load generated by 11 PC hosts

when port mirroring is made on Cisco Catalyst Switch 295gnquiry into the impact of port-mirroring. While not detaile

and HP ProCurve 2824, respectively. When combining %%re, we found inconsistent results for LACP link channels

packet-loss results in the above two subsections, we IEBe“eei/nd consider this very imporant for a future investigation.

that the statls_tlcs_of pac_ket loss incurred dl.Je to T“O”"ﬁ”” Future presentations of this topic would include a complete
V'at?mt mwrgrlr;]g |s_;:ohn;|]stent tmd_er a cer_tam t(rjafﬂc loani presentation on port-mirroring when the overall mechanism
matter on whic sw:\(; D € port mirroring 1S made. is applied to only part of the data stream: selections of,host
. DISCUSSIONS ) o
o ) ) ) protocol, and port, or single directions of flow.
Based on the findings on the traffic trace artifacts in terms OfThanks: We thank the anonymous reviewers for their feed-
timing difference, packet reordering and packet 10ss i pacy \We also thank Matt Burnstein and Tavinda Jandu for

by port mirroring, we discuss some potential implicationgeir technical assistance and Ralphe Neill, Awais Awan and
of using the port-mirroring method for the future networky,

s X o X ei Li for their assistance in reading early versions of this
measurement and monitoring. Firstly, as the timing difieee oo
between the original packet streams and the mirrored pacEe
streams does exist and it could span a range of values urider(a] M. Arlitt and C. Williamson, "An Analysis of TCP Reset Beviaur
traffic load levels, the inter-arrival time statistics of acfet on g‘f JZtejgﬁt'"zQ&,M Computer Communication Review, Vol.3%.N
trace would get biased if the trace is collected via the porp) IE)/IF.).ArIitt, B. Krishnaﬁurthy and J. C. Mogul, "Predictindhert-transfer
mirroring method. Moreover, further analysis results doul

We see this investigation as only the beginning of such an
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