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OptimizingWeb Delivery Over WirelessLinks:
Design,Implementation,andExperiences

Rajiv Chakravorty, Andrew Clark, andIan Pratt

Abstract—World over wide-area wir eless Global System for
Mobile Communication (GSM) networks have beenupgraded to
support the general packet radio service (GPRS). GPRS brings
“always-on” wir elessdata connectivity at bandwidths comparable
to that of conventional �xed-line telephone modems. Unfortu-
nately many users have found the reality to be rather differ ent,
experiencingvery disappointing performancewhen, for example,
browsing the Web over GPRS.

In this paper, we show what causesthe web and its underlying
transport protocol TCP to underperform in a GPRS wide-area
wir elessenvir onment. We examine why certain GPRS network
characteristics interact badly with TCP to yield problems such
as: link underutilization for short-lived � ows,excessqueueingfor
long-lived � ows, ACK compression,poor lossrecovery, and gross
unfair nessbetweencompeting�o ws.Wealsoshow that many Web
browsers tend to be overly aggressive, and by opening too many
simultaneousTCP connectionscan aggravate matters.

We presentthe designand implementation of a web optimizing
proxy systemcalled GPRSWeb that mitigates many of the GPRS
link-r elatedperformanceproblemswith a simple software update
to a mobile device.The update is a link-awar e middleware (a local
“client proxy”) that sits in the mobile device, and communicates
with a “server proxy” locatedat the other endof the wir elesslink,
closeto thewir ed-wirelessborder. Thedual-proxyarchitecturecol-
lectively implements a number of key enhancements—anaggres-
sivecachingschemethat employscontent-basedhashkeyingto im-
provehit ratesfor dynamiccontent,apreemptivepushof Web page
support resources to mobile clients, resource adaptation to suit
client capabilities, delta encodeddata transfer of modi�ed pages,
DNS lookup migration, and a UDP-basedreliable transport pro-
tocol that is speci�cally optimized for use over GPRS. We show
that theseenhancementsresultsin signi�cant impr ovementin web
performanceover GPRSlinks.

Index Terms—General packet radio service (GPRS), perfor-
mance,proxy, web, wir eless.

I. INTRODUCTION

A LL OVER theworld GlobalSystemfor Mobile Commu-
nication(GSM) cellularnetworkshave beenupgradedto

supportthegeneralpacket radioservice(GPRS).GPRSoffers
“alwayson” connectivity to mobileusers,with wide-areacov-
erageanddataratescomparableto that of conventional�x ed-
line telephonemodems.Thisholdsthepromiseof makingubiq-
uitous mobile accessto IP-basedapplicationsand servicesa
reality.

However, despitethemomentumbehindGPRS,surprisingly
little hasbeendoneto evaluateWWW performanceover GPRS.
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There are some interestingsimulation studies[17], [26] on
transmissioncontrolprotocol(TCP)performance,but we have
found actualdeployed network performanceto be somewhat
different.

Someof the Web performanceissuesobserved in GPRS
are shared,to someextent, with wirelesslocal areanetwork
(WLANs) like 802.11 , satellite systems,and other
wide-areawirelessschemessuch as Metricom Ricochetand
cellular digital packet data (CDPD). However, we feel that
GPRS presentsa particularly challenging environment for
achieving goodapplication(Web)performance.

PastresearchhasinvestigatedTCP(andalsoHTTP) perfor-
manceover someotherwide-areawirelesslinks suchasArdis,
Metricom Richochet,CDPD,andGSM. However, the real in-
hibitors to a betterWeb browsing experiencearetypically re-
lated to the underlyingnetwork characteristics,which as we
shallsee,aresomewhatdifferentfor GPRS.

In this paper, we setout to explorequestionslike:
• Whatarethe“typical” GPRSnetwork characteristics?
• WhatarethepracticalperformanceissuesusingTCPand

HTTP over GPRS?
• Whatperformancebene�ts canwe achieve usingvarious

transportandapplication-level optimizations?
In short this paperpresentsour practicalexperiencesover

productionGPRSnetworks,andourattemptsto build a system
that optimizesWWW performanceover GPRS.After a brief
overview, we summarizeour work to characterizeGPRSlink
behavior in SectionII. SectionIII identi�es particularproblems
experiencedbyTCP�o wsover GPRS,andSectionIV examines
how theseareexacerbatedby application-layerprotocolssuch
asHTTP.

In SectionV, we presentthe designandimplementationof
our GPRSWeb proxy system—aWeb optimizing dual-proxy
systemconsistingof the client middleware (the client proxy)
and a ‘server proxy’. The client middleware is a local proxy
that residesin the mobile device, while the GPRSWeb server
proxy is locatedin thecellularnetwork closeto thewired-wire-
lessborder. The GPRSWeb systemimproves Web contentde-
liverywith anoptimizedtransportprotocolspeci�cally tailored
for GPRSwirelessenvironments,anextendedcachingscheme,
server controlledparse-and-pushfunctionality, data(payload)
compression,and delta encodingto improve performancein
presenceof dynamicWeb content.GPRSWebrequiresnoaddi-
tional instrumentationor modi�cation to bemadeeitherto Web
browsers,mobileclients,or contentservers.

Section VI discussesGPRSWeb systemperformanceand
SectionVII presentsrelatedwork. We discussissuesrelated
to GPRSWeb deployment in Section VIII and conclude in
SectionIX.
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II. GPRSLINK CHARACTERIZATION

WehaveusedacommercialGPRStestbedfor link character-
ization.In this testbed,themobileterminal(MT), e.g.a laptop,
connectsto theGPRSnetwork througha GPRS-enabledinter-
face—a PCMCIA GPRScardor a phone.In order to usethe
GPRSnetwork, theMT � rstattachesitself to thegateway GPRS
supportnode(GGSN)throughasignalingprocedureandestab-
lishesa point-to-pointprotocol (PPP)connection.The MT is
dynamicallyassignedan IP addressandthe GPRSnetwork is
responsiblefor delivering datato and from this IP addressas
theMT moves throughthenetwork.

GPRSlikeotherwide-areawirelessnetworks,exhibitsmany
of thefollowingcharacteristics:low and� uctuatingbandwidths,
highandvariablelatency, andoccasionallink “blackouts” [31].
To gain clearinsight into thecharacteristicsof theGPRSlink,
we conducteda seriesof network link characterizationexperi-
ments.Thesehave beenrepeatedundera wide rangeof condi-
tions,usingdifferentmodelsandmanufacturerof handsets,and
differentnetwork operatorslocatedin several Europeancoun-
tries.We foundno majorperformancedifferencesbetweenthe
network operators,andvariationbetweendifferenthandsetsof
similarGPRSdeviceclassis minimal.A moredetaileddescrip-
tionof how thesetestswereconducted(uplink/downlink latency
measurements,tools used,etc.)canbe found in [31]. We also
provide a comprehensive descriptionon GPRSlink character-
ization in the form of a separatetechnicalreport in [15]. We
enunciatesomeof our key � ndings.

High andVariable Latency: GPRSlink latency is high and
variable:400–1300ms in the uplink and500–3000ms in the
downlink, as shown in Fig. 1. Round-trip times of 800 ms
or more are typical. The variability seenin the link latency
is due to the retransmissions(ARQ) at the radio link control
(RLC) layer anddependson the wirelesschannelconditions.
Fig. 1 shows signi� cantlyhighernumberof link-layer retrans-
missionsoccurredover the downlink (shows greaterspreadin
the distribution). In contrastthe uplink shows a much tighter
delay distribution indicating better radio conditions. These
measurementsfor delay distributions were obtainedusing a
versionof ttcp program(ttcp+ [3]) modi� edto useprecise
timestampsbetween time-synchronizedhosts in stationary
conditions[31].

The link also shows a strong tendency to “bunch”
packets—the � rst packet in a burst is likely to be delayed
and experiencemuch more jitter than the following packets.
This indicatesthat a substantialproportion of the latency is
incurredwhenthemobile terminaltransitionsfrom previously
being idle [31]. Packets that arealreadyqueuedfor transmis-
sion can then follow the � rst out over the radio link without
incurringadditionaljitter.

FluctuatingBandwidth: Weobservethatsignalqualityleads
to signi� cant(oftensudden)variationsin perceived bandwidth
by thereceiver. Suddensignalquality� uctuations(goodor bad)
commensuratelyimpactsGPRSlink performance.Using a “3

1” GPRSphonesuchas the EricssonT39 (threedownlink
channels,oneuplink), we observeda maximumdownlink pay-
loadthroughputof about4.15KB/s (33.2Kb/s), andanuplink
throughputof 1.4 KB/s (11.2 Kb/s). Using a “4 1” phone,

Fig.1. Singlepackettime-in-� ight sampledelaydistributionover GPRSlinks
with plotsshowing (a)uplinkdelayand(b)downlink delaydistributionfor 1000
packet samplesof size1024byteseach.

theMotorolaT280,wemeasuredanimproved maximumband-
width of 5.5 KB/s (44 Kb/s) in thedownlink direction.Factors
suchasprotocoloverheadscontribute to this discrepancy, see
[26] and[31] for moreinformation.

PacketLoss: TheRLC layerin GPRSusesanautomaticre-
peatrequest(ARQ) schemethatworksaggressively to recover
from link-layer losses.Thus, higher level protocols(suchas
IP) rarelyexperiencenoncongestive losses.Packetscanbelost
over the GPRSlink during: 1) deepfading leadingto bursty
lossesand 2) cell reselectionsresulting in a link “blackout”
condition.In both cases,consecutive packets in a window are
usually lost.

Link Outages: Link outagesaremorefrequentwhenmoving
atspeedor, for example,passingthroughtunnelsor otherradio
obstructions.Nevertheless,wehavealsonoticedoutagesduring
stationaryconditions.The observed outageinterval will typi-
cally vary between5 and40 s. Suddensignalquality degrada-
tion, prolongedfadesandintrazonehandoverscanleadto such
link blackouts.Whenlink outagesareof shortduration,packets
aresimply delayedandarelost in few cases.In contrast,when
outagesareof higherdurationtheretendto beburst losses.We
havealsoobservedspeci� c casesof link resets,whereamobile
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Fig. 2. (a) Shows that slow-start takes over 7 s to expand the congestion
window suf� ciently to enabletheconnectionto utilize thefull link bandwidth.
(b) Capturesthe characteristicexponentialcongestionwindow growth dueto
slow-start.Maximumsegmentsize(MSS)was setat 1400bytes.

terminalwould stall andstop listening to its temporaryblock
� ow (TBF) [11]. In suchcases,we hadto terminateandrestart
thePPPsession.

III. TCPPERFORMANCEOVER GPRS

In this section,we concentrateon TCP performanceissues
over GPRS.We focus on connectionswherethe majority of
datais shippedin the downlink direction,as this corresponds
to the prevalentbehavior of mostmobileapplications,suchas
Webbrowsing,� ledownload,readinge-mail,news,etc.A more
comprehensivedescriptiononTCPperformanceproblemsover
GPRSis available[31].

TCP Startup Performance: Fig. 2(a) shows a close up of
the � rst few secondsof a connection,displayedalongsidean-
otherconnectionunderslightly worseradioconditions.An esti-
mateof thelink bandwidthdelayproduct(BDP)is alsomarked,
approximately10 KB. This estimateis approximatelycorrect
underboth goodandbadradio conditions,aseven thoughthe
link bandwidthdropsunderpoor conditionsthe RTT tendsto
rise. For a TCP connectionto fully utilize the available link
bandwidth,its congestionwindow mustbeequalor exceedthe
BDP of thelink. We canobserve that in thecaseof goodradio

conditions,it takesover 7 s to rampthecongestionwindow up
to avalueof link BDPfrom whentheinitial connectionrequest
(TCP’sSYN) wasmade.Hence,for transfersshorterthanabout
18 KB, TCP fails to exploit the meagrebandwidththat GPRS
makesavailableto it. Sincemany HTTPobjectsaresmallerthan
this size,theeffect on Web browsingperformancecanbevery
signi� cant.

ACK Compression: A further point to note in Fig. 2(b) is
that thesenderreleasespacketsin burstsin responseto groups
of four ACKsarriving in quicksuccession.Receiver-sidetraces
show that the ACK’s are generatedin a smooth fashion in
responseto arriving packets.The “bunching” on the uplink is
dueto the GPRSlink layer. This effect is not uncommon,and
appearsto be an unfortunateinteractionthat can occur when
themobile terminalhasdatato sendandreceive concurrently.
ACK bunching or compressionnot only skews upwards the
TCP’s RTO measurementbut also affects its self-clocking
strategy. Sender-sidepacket bursts can further impair RTT
measurements.

ExcessQueueing: Due to its low bandwidth, the GPRS
link is almostalways the bottleneckof any TCP connection,
hence,packets destinedfor the downlink get queuedat the
gateway onto thewirelessnetwork (known astheGGSNnode
in GPRSterminology, seeFig. 9). However, at the time these
measurementswere taken, we found that the existing GPRS
infrastructureoffered substantialbuffering: UDP burst tests
indicate that over 120 KB of buffering is available in the
downlink direction.Most GPRSnetworksoffer high buffering
between50–200 KB [31]. Hence, for long-lived sessions,
TCP’s congestioncontrolalgorithmcould � ll theentirerouter
buffer before incurring packet loss and reducingits window.
Typically, however, the window is not allowed to become
quite so excessive due to the receiver’s � ow control window,
which in mostTCPimplementationsis limited to 64KB unless
windowscalingis explicitly enabled.Evenso,thisstill amounts
to several timesthe BDP of unnecessarybuffering, leadingto
grosslyin� atedRTTs due to queueingdelay. Fig. 3(b) shows
a TCP connectionin such a state,where there is 40 KB of
outstandingdataleadingto ameasuredRTT of tensof seconds.

Excessqueueingexacerbatesotherissues.

• Inflated Retransmit Timer Value . RTT in-
� ation resultsin an in� ated retransmittimer value that
impactsTCPperformance,for instance,in casesof mul-
tiple lossof thesamepacket [36].

• SYN timeout . Excessqueueingcausedby long-lived
� ows results in attemptsto establishnew connections
timing-out before completingthe three-way handshake
[36].

• Problems of Leftover (Stale) Data . For
downlink channels,thequeueddatamaybecomeobsolete
when a user aborts a Web download and abnormally
terminatesthe connection.Draining leftover data from
sucha link maytake many seconds.

• Higher Recovery Time . Recovery from timeouts
dueto dupacks(sacks)or coarsetimeoutsin TCPover a
saturatedGPRSlink takesmany seconds.This is depicted
in Fig. 3(a),wheredrain timeis about30 s.
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Fig.3. Caseof time-outdueto adupack(sack).(a)Showsthesendersequence
trace.(b) Capturesthe correspondingoutstandingdata.MSS herewas set at
1400bytes.

TCP LossRecovery Over GPRS: Fig. 3(a) and(b) depicts
TCP’s performanceduring recovery dueto receptionof a du-
pack(in this case,a SACK). Thepoint to notehereis thevery
longtimeit takesTCPtorecover fromtheloss,onaccountof the
excessquantityof outstandingdata.Fortunately, useof SACKs
ensuresthatpacketstransferredduring therecovery periodare
notdiscarded,andtheeffectonthroughputis minimal.Thisem-
phasizesthe importanceof SACKs in the GPRSenvironment.
In this particularinstance,the link conditionhappenedto im-
provesigni� cantlyjust afterthepacket loss,resultingin higher
availablebandwidthduringtherecovery phase.

FairnessBetweenFlows: Excessqueueingcanleadto gross
unfairnessbetweencompeting� ows.Fig.4 showsa� le transfer

initiated10 s aftertransfer . WhenTCPtransfer is initi-
ated,it strugglesto getgoing.In factit timesouttwiceoninitial
connectionsetup(SYN) beforebeingable to senddata.Even
after establishingthe connectionthe few initial datapackets
of arequeuedat the CGSNnodebehinda large numberof

packets.As a result,packetsof perceive very high RTTs
(16–20 s ) and bearthe full brunt of excessqueueingdelays
dueto . Flow continuesto badlyunderperformuntil ter-
minates.Flow fairnessturns out to be an importantissuefor
Web browsingperformance,sincemostbrowsersopenmultiple
concurrentHTTP connections[31]. The implicit favoring of
long-lived � owsoftenhastheeffectof delayingthe“ important”
objectsthatthebrowserneedsto beableto startdisplayingthe

Fig.4. Sequenceplotsof two concurrent� le transfersover GPRS,where� ow
(in close-up)was initiated 10 s after . MSSin this casewas setat 1400

bytes.

Fig. 5. Web connectionoverhead.

partiallydownloadedpage,leadingtodecreaseduserperception
of performance.

IV. WWW PERFORMANCEOVER GPRS

The resultsfrom the precedingsectionhighlightsmany is-
suesrelatedto TCPperformancein awide-areawirelessGPRS
environment.In thissection,webrie� y review thekey issuesre-
latedto Web browsers,andspeci� cally, Webperformanceover
GPRS.More information relatedto Web performanceissues
over GPRScanbefoundin [31].

Typically, aWeb connectioncouldentailtwo roundtrips.As
shown in Fig. 5—in the� rst round-trip,theWeb client resolves
the requesteduniform resourceidenti� er (URI) with a check
to a local domainnameserver (DNS) cachefor anentry to the
requestedURL. As RTTs over GPRSarehigh, frequentDNS
lookupsarecostlyasthey mustbecompletedbeforeotherwork
cancontinue.After resolvingtheDNSname,theWeb client ini-
tiatesaTCPconnectionwith theremoteserver. Asusual,every
TCPconnectionwill have to proceedthrougha three-way TCP
handshake, which meansthat an extra RTT is incurredbefore
theconnectioncanbeused.Theimpactof suchRTTs is that it
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induces“ idle” timesduringdownloads,resultingin link under-
utilization.

PopularWeb sitesusuallycontainembeddedobjectshosted
underdifferentdomainnames.In an attemptto improve end-
userexperience,theseWeb sitesof� oad someof their static
contentto a setof serverslocatedgeographicallycloserto the
users[13]. For example,newsWeb sitessuchaswww.cnn.com
containembeddedobjectsthat point to many distinct domain
names,e.g.,Akamaicontentservers.Thus,whenabrowserper-
formsDNS queriesfor suchdomainnames,eachqueryincurs
adelayof at leastoneGPRSRTT. Thesituationis furtherexac-
erbatedby contentdistribution networksthatemploy a smaller
DNS time-to-live (TTL) valuein their DNS responsesfor load
balancingpurposes[12], [27]. Thisresultsin browsersmorefre-
quentlyqueryingfor DNS resolution.

Browser behavior is obviously crucial to betterexperience
over any given network. Unfortunately, most current Web
browsersare tunedfor LAN environmentsandoften perform
poorly in a resourcerestrictedsetting. Web browsers (e.g.,
mozilla)openmultipleconcurrentTCPconnectionsover a link
simultaneously[31]. The inherentnatureof TCP’s congestion
control algorithmimplies that connectionswill be times
moreaggressive whencomparedwith a singleTCPconnection
sharinga bottlenecklink. Typically, Webbrowsersthatopena
numberof concurrentTCPconnectionsdo soto graba greater
shareof the link bandwidth.Also, with more connections,
browsersimplicitly avoid head-of-line(HOL) blocking prob-
lems[21]. An aggressive browserwill obviously reapbene� ts
over conventionalhigh bandwidthlinks sharedby many users.

However, usingmultiple TCP connectionsover “ long-thin”
GPRS links has its own drawbacks. First, protocol control
(SYN/ACK/FIN’s) overheadassociatedwith greaternumbers
of connectionsis high. This is further exacerbatedby the
overheadof the protocolheaders(55 bytesas in [6]) for data
packetsthatareexchangedover thelink. Second,thethree-way
handshake delaywhile establishinga TCP connectioncanbe
signi� cant due to the high latency of GPRSlinks. Further-
more, it can take only a few RTTs for multiple concurrent
connectionsto exceed the GPRS CGSN router downlink
bandwidth-delayproduct(BDP) value.Theexponentialnature
of the slow-start phasecombinedwith packets from multiple
� ows canquickly leadto excessqueueingover the downlink.
As a result,any subsequentnew TCP connectionwill have a
high chanceof timing out during its initial connectionrequest
phase.New connectionswill endurehigh RTTs, causingthem
to severely underperform,with an additional probability of
spurioustime-outs.Experimentsin [31] over productionGPRS
networksshow thataggressive Web browsersat timessaturate
thedownlink GPRSGGSNbuffers.

Thereexistsatradeoff in thenumberof simultaneous,persis-
tent,TCPconnectionsto useover GPRS[32]. If Web browsers
openfew persistentTCP connectionsthenit may leadto link
underutilization. Opening many increasesconnectionsetup
overheadandconsequentlydegradesperformance.Experience
shows that support for persistentconnectionsis not always
implementedin Web server software or can sometimesbe
deliberatelyturned off [13]. In fact, many commercialWeb
serversexplicitly close(FIN) connectionsaftercertainnumber

of requests.This implicitly forcesWeb clients to openmany
new TCP connectionsto download the entirecontent.Unfor-
tunatelythis behavior degradesend-userWeb experienceover
GPRS.

The full bene� ts of HTTP 1.1 cannotbe realizedwithout
makinguseof HTTPpipelining, wheremultipleoutstandingre-
questsarepermittedonthesameconnection[29], [34]. Without
pipelining,aRTT delayisnormallyincurredbetweenobjectson
thesameconnection,andworse,slow-startmustbeperformed
at thestartof everyobject(i.e.,HTTPGETs)sincetheconnec-
tion will have goneidle. Unfortunately, supportfor pipe lining
is currentlyrare.Ourexperimentsalsoshow thatHTTPrequest
pipelining improvesWebperformanceover GPRS[31], [32].

V. THE GPRSWEB PROXY MODEL

Theprevioussectionidenti� ed thecausesof poorWeb per-
formancein a GPRSenvironment,andwe now reporton our
attemptsto overcomethem.Clearly, performancecan be im-
provedby makingmodi� cationstotheHTTPandTCPprotocols
to bettersuit the GPRSenvironment.However, any approach
that relies on modi� cationsto Web servers or Web browsers
would at besttake yearsto achieve widespreaddeployment.

In earlierworks,we improved Web delivery over GPRSby
focussingon transportTCP performance[33]. By installing a
transparentTCPenhancingproxy in acellularnetwork, weim-
proveits performanceover wirelessGPRSlinks. While thisap-
proachcertainlybene� ts TCP � ow performancein the down-
link, therearesomeissuesit is not ableto address.

• TCP connectionsetup overhead: Many Web browsers
continueto useHTTP 1.0 by default andopenmultiple
TCP connectionsto download Web content. Using a
TCP optimizing proxy is not able to eliminatethe TCP
three-way connectionsetupoverheadin HTTP 1.0 when
downloadingtheWeb content.

• Distrib uted structur e of Web content: Popular Web
contentis often locatedin differentcontentserverseach
having adistinctpublicdomainname.Downloadingthese
Web pagesincursadditionalDNS lookupsfor resolving
thesedomain namesof different content servers [13].
Furthermore,Web browsersmayalsoopenmultiple TCP
connectionsto each content server thereby sometimes
increasingtheoverall connectionsetupoverhead.

Toovercomesuchlimitationsof Webcontentdistribution,our
approachin GPRSWebhasbeentousetheexistingHTTPproxy
mechanismto enableus to insert a pair of translatingproxy
servers in to the HTTP request/responsestreamthat together
implementsa numberof techniquesto enhanceperformance.
This enablesGPRSWeb to be both browser, as well asserver
independent.

GPRSWebusesapairof specialproxyserverslocatedonei-
thersideof theGPRSlink. Betweentheproxies,acustompro-
tocol is employedto reducetraf� c volumeover theGPRSlink
to mitigatetheeffectsof highRTT in GPRS.A custommiddle-
ware(“client-side” proxy)mustbeinstalledonthemobileclient
device.Aspartof theinstallation,theWebbrowseriscon� gured
to routeall HTTPrequeststhroughthismiddlware-basedproxy
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Fig. 6. GPRSWebsystemarchitectureandcomponents.

via a localTCPconnectionusingthetraditionalloopback inter-
face.As shown in Fig. 6, theclientproxycommunicateswith a
“server proxy,” locatedon theotherendof theGPRSlink. The
client proxyavoidscostlyDNS resolutionsover theGPRSlink
using DNS lookup migration. In this approach,the client di-
rectlysendsthecompressedURL to theserverproxyto resolve.
The server proxy makesrequeststo the wired network on be-
half of theclient,andsendsbackresponses.Thecachecontent
in theserverproxyis shared,capableof servicinglargenumbers
of mobileclientssimultaneously.

TheGPRSWebproxymodelimplementsthefollowingmech-
anismsto improve performance.

• GPRSWeb Protocol: Dueto theproblemsidenti� edear-
lier, wedo not useTCPasthetransportprotocolbetween
the proxieslocatedon eithersideof the GPRSlink. In-
stead,we usea customtransportprotocol(which we call
theGPRSWebprotocolhereafter)thatrunsover UDPand
implementsordered,reliable,messagetransfer. The pro-
tocol is optimizedfor GPRSlink characteristics,andmin-
imizeslink traversalsandrespondsef� ciently in theevent
of the patternsof packet loss we commonlyobserve. It
achievessubstantiallybetterlink utilization thanTCP.

• ExtendedCaching: Client-sidecachingimprovesperfor-
manceby eliminatingsomenetwork roundtrips andre-
ducingtheamountof dataexchangedover theGPRSlink.
However, traditionalbrowsercachesdo not yield thefull
potentialbene� t dueto the natureof the HTTP caching
mechanismandpessimisticcachecontroldirectives con-
tainedin many Webpages.

The GPRSWeb client proxy implementsa client-side
cachethat replacesthebrowser’s persistent(disk) cache.
A customcachingprotocolis usedbetweentheclientand
serverproxiesthatenablesbetterhit ratesbyusingSHA-1
� ngerprints[5] of objectsto determinewhetherthey have
actuallychangedor not.Theprotocol,thus,eliminatesun-
necessaryobjecttransfersover theGPRSlink, andmakes

betteruseof the limited sizecacheavailable in the mo-
bile device.Theserver-sideproxy alsoimplementsa tra-
ditional sharedHTTPcacheto reducebandwidthrequire-
mentson thewired network and,thus,cantake theplace
of existing proxy cachesthat arealreadycommonlyde-
ployedby ISPs.

• Data Compression and Delta Encoding: GPRSWeb
alsocompressesdatabeforesendingit over the wireless
link, reducing transfer size and thereby improving re-
sponsetime.Datais compressedusinggzipcompression,
unlessit is alreadyin a compressedformat (e.g., JPEG
images,zip archives).A separatestring tableis usedfor
HTTPheaders,resultingin bettercompression.Whenthe
server-sideproxy detectsthata previously cachedobject
hasbeenupdated,it triesusingtheVCDiff [7] algorithm
to encodethe differencesbetweenthe old and new ob-
jects.Thecompresseddeltas[22] aresentin placeof the
new versionif they would resultin asmallertransfer.

• Parse-and-PushOperation: Most Web pagescontaina
numberof imagesand other objects that make up the
pagestructure,e.g.,buttongraphics,spacers,stylesheets,
frames,etc.Theseobjectsarerequestedby abrowserafter
parsingtheHTML documents.A round-tripdelayis nor-
mally incurredbeforetransferof theseobjectscancom-
mence.Theparse-and-pushmechanismin theGPRSWeb
serverproxyparsesHTML objects,andproactively starts
pushingobjectstoward theGPRSWebclient cacheif the
link would otherwisebeidle.

Our designof GPRSWebis somewhatsimilar to theMowgli
CommunicationArchitecture that also makes use of a pair
of proxies and employs its own customprotocol over GSM
wirelesslink [25]. Mowgli focuseson GSM networks and is
primarily designedto handlelengthy link stalls.Otherworksin
this directionis theIBM’s WebExpress[14] thatwas designed
to improve Web browsing performanceover such wireless
links. WebExpressimproves performancethrough caching,
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Fig. 7. Client-sidemiddlewareandserver proxy structure.

differencing, protocol, and header reduction mechanisms.
It was designedspeci� cally for Web forms—applications
characterizedby repetitive and predictableresponseswhere
only somecertaininformation would changein a given Web
page.Similarly, Fleminget al. in [38] implementprefetching
schemesin their wirelessworld wide Web proxy server anda
new multiple hypertext streamprotocol(MHSP).

However, none of theseabove solutionssupportschemes
implementedin GPRSWebsuchasCHK-basedcaching,server
based parse-and-push,delta-encoding,fast start, and DNS
lookupsmigration.As we shalldemonstratein SectionVI, use
of suchschemesleadsto signi� cant performancebene� ts in
Web browsingexperienceover high-latency wirelesslinks.

A. GPRSWebProxyDesign

WehavedesignedandimplementedtheGPRSWebproxyar-
chitectureby splitting theclient andserver functionalityacross
anumberof components,someof whichareshared.Fig.7show
thecomponentsusedin theclient andtheserver.

The connection manager acceptsTCP connectionsfrom
theWeb browserandpassesthemto a connectionobject.This
queriesthe client cachemanager (Fig. 8), and in caseof a
miss, invokes a server stub to issuea requestto the server
proxy. Uniqueidenti� ersareassignedto eachrequestmadeto
theserver proxy, andareusedto invoke a responsehandler to
processthe reply. Theresponsehandleralsointeractswith the
cachemanagerto updatecachestateasnecessary. Theobjectis
thenreturnedto thependingbrowserconnection.

In theserver proxy, client stubsexaminemessagesreceived
by theprotocolstackfrom a client andtakesactiondepending
uponthemessagetype.Objectrequestmessagesareprocessed
by the server manager, which functionsvery similar to the
clientmanager, butseeksresponsesfromtheserver cacheman-
ager andthe HTTP stubs if necessary. The HTTP stubscon-
tactWeb serversto downloador checkthefreshnessof objects.
Thus,any DNS lookupsrequiredareperformedon the server
proxy andnot over theGPRSlink. Theclient stubscoordinate
datacompressionandotheroptimizationsbeforethe response
is � nally sentbackto theclient proxy.

Fig. 8. Cacheoperationoverview.

B. GPRSWebProtocol

The GPRSWeb transportprotocolavoids TCP’s connection
setupandslow-startcosts,andexploits knowledgeof GPRS’s
particularlink characteristicsto optimizeperformance.

Thebasicunit of transferis thesegment, eachof whichis car-
ried in a separatepacket.UDP is usedto take advantageof the
port multiplexing facilities andthe UDP checksum.Segments
aresequentiallynumbered,andareof two types:normal-pri-
ority andlow-priority. Low-priority is typically usedfor back-
groundtransfers,e.g.,pushingcacheupdatestoaclient;normal-
priority isusedfor everythingelse.Thequeuesareservicedwith
strict priority. Segmentsin the low priority queuemaybepro-
motedif, for example,theserverproxyexplicitly receivesa re-
questfor anobjectthat is currentlypreemptively beingpushed
to theclient.

Since we expect missing segmentsto be rare over GPRS
(due to the relatively reliable RLC layer) an error recovery
strategy basedon selective repeatwith negative acknowledg-
ments(NACKs)schemeis used.In aNACK basedscheme,the
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receiver explicitly indicatesto thesenderwhichsegmentswent
missing.The NACK basedschemeeliminatesthe retransmis-
sion ambiguity problem,and also resultsin minimal control
traf� c overheadin thenormalcase.

Wherepossible,NACKs arepiggybackedon to theoutgoing
segments.If thereisnooutgoingtraf� c,anempty“dummy” seg-
mentis createdto carrytheNACK. As aresultof piggybacking,
shoulda NACK be lost, the lossof thecarriersegmentwill be
noted,andtheNACK retransmittedwith its carriersegment.

The link condition is veri� ed periodically by setting the
ACK-able header� ag in an outgoing segment (creating a
dummy segment if none alreadyexists). The receiving host
generatesan explicit ACK response,in the samemannerit
would a NACK. ACK-ablemessagesaregeneratedevery few
seconds,thus, the hosts can detect whether a serious link
stall is beingexperienced.If the client receives no repliesfor
30 seconds,it attemptsto disconnectandreattachto theGPRS
network; experienceshows that this action often brings the
link straightbackto life. Notethatthissametechniquehelpsto
recover from link outageconditionscausedby cell-reselections
that may last up to few seconds.

GPRSWebusesaconnectionstart-upmethodverysimilar to
theTCPacceleratedopen(TAO) schemedevelopedfor T/TCP
[30], avoiding SYNs/ACK control packets.Eachhostremem-
bersthesegmentnumberlastreceived,andexpectstoreceivethe
segmentfollowing.Nohandshakeisneeded,sincenumberingis
assumedto continuefrom whereit left off. Wherever it is nec-
essaryto starta new sequence(e.g.a hostreboots),initial seg-
mentsof thenew sequencearetaggedwith thedeltasbetween
their sequencenumber, and the baseof the new sequence.A
hostcan,therefore,determinethenew sequencebase,andissue
NACKs for missingsegments,even if thosemissingstarteda
new sequence.

WhereasTCPhasto operateover links with widely varying
qualities,GPRSWeb canmake many moreassumptionsabout
theunderlyingnetwork.SincetheGPRSnetworkalreadyimple-
mentsamechanismfor sharingbandwidthbetweenusers,there
is noneedfor theGPRSWebprotocolto implementitsown con-
gestionavoidancemechanism.Instead,a simple credit-based
� ow controlschemesuf� ces.

GPRSWeb initially gives eachhost credit equivalent to an
estimatedvalueof the bandwidth-delayproduct(BDP) of the
link: no slow-startphaseis employed.For “3 1” classGPRS
devicesthis initial estimateis 10 KB. This level of outstanding
credit is re� ned over time basedon the measuredRTT and
throughput,typically from timing ACK-able segments.The
credit value usedis set to be 10% higher than the measured
RTT throughputproduct, to allow the link to remain fully
utilized in the presenceof typical levels of jitter. Since the
outstandingcreditis cappedin thismanner, weavoid theexcess
queueinglong-lived TCP� owscause,andensurethatthebuffer
residency in theGGSNremainslow.

The protocol implementationprovides a messagequeue
basedinterface to higher layers: messagesare placed in a
queuefor transmissionandretrieved from aqueueafterreceipt.
Within theprotocolstack,messagesareserializedandsplit into
segmentsbeforetransmission,andsegmentsreassembledinto
messageson receipt.

C. Caching

GPRSWebimplementsanextendedcachingschemeintended
to optimizethehit rateof theclient cacheand,thus,minimize
pagedownload time and reducebandwidthrequirements.In
termsof thefreshnessof pagesactuallyreturnedfor theuser, the
cacheis no moreaggressive thanallowedby thenormalHTTP
algorithm,unlesstheGPRSlink iscurrentlydown in whichcase
theclientproxycanbecon� guredto returnpotentiallystaledata
to allow somethingto bedisplayed.

The GPRSWeb extendedcachingprotocol indexes objects
by their SHA-1 � ngerprint(contenthash).A separatetable is
maintainedthatmapsURLs to therespective contenthashkey
(CHK). This enablesmultiple URL’s pointingto identicaldoc-
umentsto be storedjust oncein the cache.In many dynami-
cally generatedWeb sitessuchidenticalmappings(known as
responsealiasing [40]) arecommonplace,resultingin signi� -
cantlyimproved hit rates.CHK-basedcachingoffersalias pro-
tection.Thus,CHK-basedcachingoffer gainsnotonly in terms
of storageat the server proxy, but also in the amountof data
beingtransferredover GPRS.

The client cacheis intendedto replacethe browser’s per-
sistent disk cache.During the courseof proxy installation,
the browser’s persistentcacheis disabledand � ushed.The
browser’s in-memory cacheis left enabledfor performance
reasons.

Eachcacheentry containsa documentbody and the time
it was lastused,storedin a � le namedby thedocumentCHK.
The cacheindex maintainsan in-memorylist of cacheentry
metadata.It is initialized with datareadfrom thecacheentries
on disk,andis updatedalongsidetheon-diskcache.TheURL
mapper maintainsmappingsbetweenURLs and the CHKs
representingtheir bodies.Associatedwith eachentry are the
originalHTTPResponseheaders,usedto constructaResponse
whenservicinga requestfrom thecache.This allows multiple
responsesto sharethesamebody, but with differentheaders.

Whena URL mappingexpires(asindicatedby the conven-
tional HTTP cachingmechanism),it mustbe refreshedbefore
beingusedagain. Theclient proxy askstheserver proxy to do
this on its behalf.

The server proxy will checkits own cacheto seewhether
a morerecentmappingexists.This canoccurif anotherof its
clientshasaccessedthesameobject.If not, it will have to con-
tacttheserver to eithercheckthemodi� cationtimeor fetchthe
object.Often,asa resultof the pessimisticcachingdirectives
returnedby siteswith dynamiccontent,theobjectturnsout to
beidenticalto thepreviousversion.Theserver proxy indicates
thisto theclientbysimplyretransmittingtheURL toCHK map-
ping,alongwith any cachingdirectivereturnedby theserver. In
fact,thanksto the“parse-and-push” mechanismdescribedlater
theclientoftendoesnotevenneedto requestthatamappingbe
refreshedbecausetheserver proxy will have proactively senta
messagecontainingtherefreshedmappings.

Theserverproxytracksthestateof eachclientproxy’scache
by modelingthereplacementpolicy of theclient,whichis “east
recentlyused” eviction. Thecontentsof its own cacheis a su-
persetof its clients’ . If synchronizationis lost, for example,if
theclientproxy is directedto connectto anew server, theclient
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couldpotentiallyuselow priority messagesto updatetheserver
on its cachestatus,but this is yet to beimplemented.

D. Delta-EncodingandCompression

The GPRSWeb proxiesattemptto ensurethat all datatrav-
elling over the GPRSlink is in a compressedform, to reduce
transfersizeandimprove responsetime. Unlessthedatais al-
readyin a compressedform (for example,JPEGimagesor zip
archives),thegzipcompressionalgorithmis employed.

Wherethedatabeingsentis anupdatedversionof aprevious
object(sameURL, differentCHKs)a “deltaencoding” [22] al-
gorithmis tried.Deltaencodingsendsdifferencesbetweennew
andold versionsof a document.Thestrategy is oftenvery suc-
cessfulas many updateddocumentsare very similar to their
predecessor, particularlyfor dynamicallygeneratedcontent.A
classicexampleis newssitefront pagesthatcontainastringin-
dicatingthecurrenttime of day.

Sincetheserverproxy tracksthecontentsof theclient cache
is able to usethe VCDiff [7] algorithmto producethe deltas
from a documentit knows the client has.The deltasaregzip
compressedandsentto theclient if theresultingdatais smaller
thansendinga compressedversionof thenew object.

Similarcompressionmechanismsareusedfor HTTPheaders,
bothrequestsandresponses.A separatestringtableis usedfor
HTTP headersto avoid usefulstringsbeingevictedduring the
transferof objectdata.This approachis very successful,since
HTTPheadersproducedbymodernbrowsersareratherverbose,
andthevariationbetweenrequestsof thesametypeis small.

E. Parse-and-PushOperation

As discussedearlier, mostWeb pagescontaina numberof
imagesandothersupportobjects(frames,stylesheets,etc.)that
make up thepagestructure.Theseareeventuallyrequestedby
thebrowserafterparsingtheHTML document.

Theparse-and-pushmechanismin theserver proxy attempts
to speculativelypushtowardtheclientobjectsandURL toCHK
mappingsthat it knows aregoing to miss in the client cache.
Theseare sentwith lower priority than responsesto requests
explicitly madeby theclient.Responsesarepromotedif anex-
plicit requestis received for them.The main bene� t from the
parse-and-pushmechanismis tokeepthelink utilizedduringde-
laysdueto thedatadependenciesbetweenobjectreferences.For
pageswith complex layoutsthesecanbe quitesigni� cant—as
well as the network RTT delay, it can take the browsersome
time to processthereturnedHTML.

Theparsingperformedby theserverproxyis currentlycrude,
but fast.Documentsof typetext/htmlareparsedusinga regular
expressionto extract referencesto supportobjects.Duplicates
areremoved,andrelative URLs combinedwith the document
baseto producealist of candidateURLs.Theserverproxymay
misssomeobjectreferences(thesewill besimply berequested
laterbytheclient),andmayin factconstructsomeinvalidURLs.
Thesewill typically resultin “URL notfound” errorcodeswhen
the proxy attemptsto fetch themfrom the server, andwill not
bepushedto theclient.

F. Image Transcoding

All the optimizationtechniquesdescribedup until now are
“ loss-less” : they do not changetheappearanceof the pagere-
turnedto the user. We have also experimentedwith a simple
imagetranscodingschemetoshrinkthesizeandqualityof JPEG
imagessentover thewirelesslink.

Othergroupshaveinvestigatedtheutility of transcoding,and
mechanismsfor its implementationfar more thoroughlythan
us(e.g.,[10]). We includedthis functionality in theproxy asa
placeholderfor futurework. In theexperimentsdescribedhere,
theclientproxyreturnstheimageto itsoriginalwidthandheight
beforepassingit to the browser(thoughit is obviously some-
what degraded).A morecompleteimplementationwould de-
gradethe imageat the server proxy underthe control of the
browser, usinghintscontainedin thecontent.

VI. GPRSWEB SYSTEM PERFORMANCE

A. Implementation

We designedandimplementedtheGPRSWebproxy system
over Windows XP/2000. The GPRSWeb server and client
middlewarewas written in C# (Csharp)over Microsoft’s.NET
framework. The completesourcecodefor the implementation
is publicly available [1]. C# is a new type-safeand garbage
collected languagewith a powerful function library (espe-
cially, for networking) to speedup project development.C#
is alsosupportedon WinCE baseddevicessuchasPDAs and
smart-phones.We intendto port the client proxy codeto such
devicesin thefuture.Theclient andserver proxiessharemuch
of thesourcecodefor theGPRSWebprotocolstackandcache
interfacefunctionality.

B. ExperimentalTestSetup

Our experimentaltest setupfor evaluating the GPRSWeb
proxy systemis shown in Fig. 9. Themobile terminal(laptop)
running GPRSWeb client was connectedto the Vodafone
UK’s commercialGPRSnetwork via a Motorola T260 GPRS
phone(supportingthreedownlink andoneuplink GSM slot).
Additionally, since we were unableto install the GPRSWeb
proxy server equipmentto run next to the VodafoneCGSN,
we madeuseof a well provisionedIPSecVPN to “backhaul”
GPRStraf� c to our lab. The proxy server ran on a Windows
2000server locatednearto thetunnelendpoint.

Most current GPRS networks (including VodafoneUK’s
GPRSnetwork that we use)make use of the static
codingschemefor ForwardError Correction(FEC)[33]. CS-2
is a “goodcompromise” codingscheme[35]. With thisscheme
a“3 1” GPRSphonecansupportamaximumidealdownlink
datarateof 39.6Kb/s.Notethattheactualpayloadthroughput
seenby the RLC layer will be somewhat lessthanthe “ ideal”
downlink data-rate.In theseexperiments,the RLC link-layer
reliability (ARQ retransmissions)is keptenabled.

C. ExperimentalResults

We presentan evaluationof how well the GPRSWeb proxy
systemimprovesWWW performanceover GPRS.Speci� cally,
weattemptto quantifytheoverallperformancebene� ts relative
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Fig. 9. Experimentaltestbedsetup.

to an unassistedbrowser. Theseexperimentswere performed
usingasingle,stationary, mobileclient to minimizevariationin
GPRSlink performance.

We used the Mozilla 1.0 browser in these experiments.
Mozilla was usedbecauseits sourcecodeis freely available,
enablingusto instrumentthebrowserto log downloadtimesof
the Web page.In HTTP 1.0 nonpersistentconnectionsmode,
Mozilla employs up to eight parallel simultaneousconnec-
tions to eachWeb server. In HTTP 1.1 persistentconnection
mode,it can openup to four simultaneousTCP connections
when con� gured to use a proxy. In our experience,GPRS
performancewith other Web browsers (Internet Explorer 6,
Netscape6) wasalsoroughlysimilar to thatof Mozilla. During
theseexperiments,we alsomeasuredthe signalquality at the
location of the mobile client. Our measurementsindicated
receiver signalstrengthindication(RSSI)valuesbetween 95
dBm and 68 dBm andbit-errorrate(BER) between0%–4%,
respectively. Thesevalues indicate moderateto good radio
channelconditions.

To evaluatetheperformancebene� ts of our scheme,we per-
formedexperimentaldownloadsof two syntheticallyarranged
Web pagesofferingstaticcontent,andalsosnapshotof thefront
pageof two popularnews Web sitesandan e-commerceWeb
site.

Wearrangedfor thesetestpagestobehostedonalocalserver,
eliminating the performancevagariesof public networks and
servers.Furthermore,we wereableto controlwhencontenton
theselocal pageswas updated.

Tocreatethesyntheticpages,weadheredtoanapproachused
in [20], composinga numberof objectsfrom otherWeb sites
into a singlepageaccordingto objecttype and� le sizedistri-
butionsobserved in HTTP proxy log traces.We considertwo
typesof Web site STATIC-I andSTATIC-II (seeTablesI
andII). The� rst is a relatively simplepageconsistingof abase
HTML documentwith a few jpeg/gif images.The secondone
representsa morecomplex pagecomprising46 objects.

For test Web pages,we createdmock-up of two popular
newsWeb sites,www.cnn.comandwww.bbc.co.uk,andathird
e-commerceWeb site www.amazon.combasedon a snapshot

TABLE I
STATIC-I WEB PAGE COMPOSITION

TABLE II
STATIC-II WEB PAGE COMPOSITION

of their front page.We term them hereas LCNN, LBBC, and
LAMAZON, respectively.

TheseWeb pagesconsistedof over 50 embeddedobjectsin-
cludingcascadingstylesheets(.css),activeserverpages(.asp),
andjava scripts(.jss).

D. PerformanceEvaluation

We presentresultscomparingtheperformancedownloading
thetestpagesusingtheunassistedbrowservs. usingtheGPR-
SWeb proxy. We used the default setting of the GPRSWeb
proxy, thatemploys the full setof loss-lessoptimizationtech-
niques: the enhancedtransport protocol, data compression,
deltaencoding, extendedcaching, andparse-and-push.

Additionally, a separateexperiment was performed with
image transcodingalso enabled.The transcodermodule de-
graded only JPEG images, and only by a small amount,
resulting in a typical image transfersize reductionof about
10%.

Exceptwherestated,we� ushedall clientcachesbeforeeach
downloadtest.Wereportresultswith boththeserver-sidecache
“hot” and“cold.”

We evaluatedthefollowing scenarios.
• http-10: We measureddownloadtimesusingMozilla

over GPRSin nonpersistent(HTTP 1.0) modeoperating
directly with theserver.

• http-11: Thesemeasurementsweretakenwith Mozilla
operatingdirectlywith theserver in persistentconnection
(HTTP 1.1) mode.

• gprsweb-1: Thesemeasurementsare taken with the
browserusingthe GPRSWeb proxy, but with cold client
andserver-sidecaches.Imagetranscodingwas disabled.

• gprsweb-2: Similar to gprsweb-1 , but with a hot
server-sideproxy cachefrom which all objectsareable
to beserved.

• gprsweb-21: The scenariois similar to the gpr-
sweb-2 , but with imagetranscodingenabled.

• gprsweb-3: Representsthebestcasescenario—ahit at
the local client cache.

For eachof thescenariodiscussedabove, werecordeddown-
load timesfrom 30 successfulrunsandplot themeanvalueof
thedownloadtimesandcorrespondingstandarddeviation. For
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Fig. 10. Mean full Web page download times with (a) STATIC-I and
(b) STATIC-II measuredfrom 30 successfulruns.

additionalclarity, wealsoplot themedianalongwith minimum
andmaximumvalueof thedownloadtime from eachdataset.

Fig. 10(a)shows themeandownloadtimesfor STATIC-1 .
Here,weobservethatuseof HTTP1.1offersonly meagreben-
e� t (3%–5%)over HTTP1.0.However, weseeamajorimprove-
mentin downloadtimesusingGPRSWeb protocol.Evenwith
a cold server-sidecache(gprsweb-1 ) the useof GPRSWeb
protocolleadsto 40%–45%reductionin meanpagedownload
timesover GPRS.In the gprsweb-2 casewherethe server-
sidecacheis warm,we recorda performanceimprovementof
55%–60%.

Finally, thetestwhereall objectshit in thelocal clientproxy
cacheobviously gives the best performance.Page rendering
time is broadlysimilar to that of a browseraccessingcontent
from its own local persistentcache.

For the cold server-side cache case, the results from
STATIC-1 are re� ected for other test pages—LAMAZON
shows a mean reduction of about 45%–50%, while LBCC
gives a bene� t of over 50%–55% [seeFig. 11(a)and(b)]. On
the other hand,the bene� ts provided by GPRSWeb were not
quite so substantialfor STATIC-II and LCNN. In the cold
server-sidecachecase,GPRSWeb offers an improvementof
26% and 29% in pagedownload times for STATIC-II and

Fig. 11. Mean Web pagedownload times of somecommerciallyavailable
Web-siteswith (a) LAMAZON(e-commerce),(b) LBBC(news), and(c) LCNN
(news) measuredfrom over 30 successfulruns.

LCNNWeb pages,respectively. With a warm cache,however,
we seean encouragingreductionof 35%–40% in meanpage
downloadtime.

In thesetests,our simple image transcodingoptimization
shows little bene� t, and in fact, it seemsthat the imagepro-
cessingdelayactuallymakesmattersworsein theLCNNcase.
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TABLE III
WIRELESSWEB SOLUTIONS

In the STATIC-II pagewhere thereare several JPEGim-
agessomesmall advantageis shown. This is similar even for
LAMAZONandLBBC. An aggressivequality reductionsettings
for imagesmayprovide additionalbene� ts [27], [41].

Ournext setof experimentsevaluatebene� tsfromparse-and-
push.To evaluatethe extent of bene� ts available from using
parse-and-push, we downloadedoursampletestWeb pagesby
disablingthis featurein GPRSWeb. Our observationsindicates
thatuseof parse-and-pushleadsto anadditional4%–10%ben-
e� t in downloadsof our exampleWeb sites.

Wenow examineresultsfor GPRSWeb’sCHK-basedcaching
anddelta-encodingof thedifferentobjectversions.This is pos-
sibleusingWeb sitesofferingdynamicallygeneratedWeb con-
tent. Hence,in this case,we directly make useof the actual
(real)Web sitesofferingdynamicWeb content.In theseexperi-
ments,werepeatedlydownloadthefront pagesof ourWeb sites
every hour for threeconsecutive days.To explicitly quantify
the bene� ts resultingfrom CHK-basedcachingand delta-en-
coding, we disableuseof GPRSWeb proxy’s datacompres-
sionandparse-and-pushfeaturein thesetests.Wethencompute
meanWebpagedownloadtimesfromover tensuccessivedown-
load runs.

For the caseof delta-encoding,we comparethe meanWeb
pagedownloadtimesfrom thepreviousdownloadruns(down-
loadconductedevery hour),while for CHK-basedcaching,we
comparedmeandownload times for testsconductedsimulta-
neously, with andwithout usingthis feature.For typically fast
changingWeb sitessuch as CNNandBBC,weÞndon average
an additionalbetween3%Ð8%improvementin Web download
timesfrom CHK-basedcaching and delta encoding. The time
downloadingtheseWeb pagesarefastsinceimagesarealready
availablein theserver proxy cache,andhtml documentsizeis
small comparedwith the inlined imagesthat remaintypically
unchanged.BetweenCHK-basedcachinganddeltaencoding,
thebene� t is mainly dueto delta-encoding,exceptfor thecase
of BBC wherethebene� t issomewhathigherusingCHK-based
caching.Resultsfrom live downloadtestsalsocon� rmedevi-
denceof greaterresponsealiasingin caseof BBC at thetimeof
thesetests.

In generaltheseresultswill vary for differentWeb sites.A
real-world analysisof the practicalbene� ts of delta-encoding
andCHK-basedcachingwould needa morethorough(empir-
ical) evaluation.We arein theprocessof building a setupthat
enablesrecordedtracesof userbrowsing activity to be accu-
ratelyreplayed,with theserver re� ectingthedifferentversions
of thecontenttobedeliveredondifferentoccasions.Thisshould
enableanaccurateevaluationof thereal-world practicalbene-
� tsof theextendedcachinganddelta-encodingschemes.Using

theproxy for real-life Web browsingover GPRS,con� rmsthat
theseoptimizationscomeinto playquitefrequently, andcanre-
sult in signi� cantbandwidthsavingswhenthey do so.

Ourtestswereconductedin astationaryenvironmentto min-
imize link variationsandavoid vagariesof theharshmobileex-
teriors.However, our evaluationsarealsosimilarly applicable
evenfor mobileenvironments.

VII. RELATED WORK

Commercialproductsthat improve Web browsing perfor-
manceover wirelesslinks areavailable.A GPRSAccelerator
by Firsthop[2] claims fasterdatatransfersover GPRS.Their
approachis to reducethe amountof dataexchangedandopti-
mize protocolsover the wirelesslink. Otherproductsinclude
NETGAIN from FlashNetworks[8]. Theclient-basedsolution
from NETGAIN is similar to GPRSWeb, but usesa modi� ed
HTTP protocol (with HTML reformatting),aggressive image
compressionandprefetchingfor improved Web performance.
A feature-basedcomparisonis given in TableIII.

Past researchhasextensively explored improving transport
performanceover wireless.Examplesof this include Snoop
[19], I-TCP [9], etc. However, theseschemesare meantfor
wirelessLANs ratherthancellularwirelesslinks. Balakrishnan
et al. [18] make useof explicit lossnoti� cation(ELN) to im-
prove Web performance.Using ELN senderscanbe informed
about the causeof loss event—network congestionor radio
error. Thus,ELN decouplessenderretransmissionsfrom TCP’s
congestioncontrol.For cellularenvironmentsWTCP[28] and
Ack Regular [24] schemeshave beenproposedthat bene� ts
TCP performanceover CDPD andCDMA 20003G-1X links,
respectively. Someother schemesfor improving TCP perfor-
mance,for example,Freeze-TCP[39] usesa proactive scheme
in which a mobilehostcandetectsignaldegradationandsend
zerowindow probes(ZWP).However, thewarningperiod—the
time beforewhich actualdegradationoccursshouldbe suf� -
cient for the ZWP to beableto reachthesenderso that it can
freezeits window.

Customtransportprotocolsoptimizeconnectionset-up/tear-
down andcontrol overheadassociatedwith TCP connections.
Onesuchexampleis the wirelessapplicationprotocol(WAP)
[4], in whichaWAPgateway splitsthetransportwith anew pro-
tocol for useover thewirelesslink. NotethatthelatestWAP2.0
speci� cationalsoincludes“wirelesspro� led” TCPandHTTP
protocols.While useof a gateway is optionalin WAP 2.0,our
experiencewith GPRSWebdemonstratesthepotentialbene� ts
using a performanceproxy in cellular environments.Hence,
many optimizationsdiscussedin this paper, e.g.,CHK-based
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caching,delta-encoding,parse-and-push,fast-start,etc.,areap-
plicableevenfor WAP 2.0.

Proxyandcachingtechniqueshave beenextensively studied
in the context of wired (e.g., dial-up) environments.Some
caching approachesare detailed in [16]. Cache digests in
[23] area quick way of sendingdetailsaboutcachecontents
betweencaches—useful for synchronizingcachesover high
latency links.

Web prefetchingover networks,deterministicor predictive,
is generallyacceptedto be useful.However, it is questionable
if client-sidepredictive prefetchingschemesover GPRSwould
beadvantageous.Theassumptionmadein earlierstudies(e.g.
Fleminget al. [38]) was thatsincethelink is idle anyway, why
not useit for downloads,even if the prefetchedpageis often-
timesnot useful.However, thelinks wherethis hasbeenevalu-
atedhaveemployedtime-basedchargingratherthanthevolume
basedcharging typically usedby GPRSoperators.SinceGPRS
bandwidthis atleastanorderof magnitudemoreexpensivethan
� xed-Internetbandwidth,thetradeoffs mayberatherdifferent.
The parse-and-pushmechanismemployed by GPRSWeb has
somesimilarities to Web prefetching,except the setof object
pushedto theclient aredeterministic(andknown to beof use
to theclient) andcon� nedto supportresourcesfor thecurrent
Web page.

VIII. ISSUESAND DISCUSSION

In thissection,wediscussissuesrelevantto GPRSWebproxy
deploymentin cellulardatanetworks.

ServerProxy Location: The location of server proxy in a
cellular datanetwork canimpacta numberof service-speci� c
issues—usermobility, transportprotocolagility, server scala-
bility, aswell asservicereliability. Therearedifferentlocations
wherea GPRSWebproxy server couldbedeployed (shown in
Fig. 12): 1) closeto thegateway routerof thecellularprovider
where traf� c density is likely high (in � gure Proxy1 ); 2)
nearto the wired-wirelessboundary(i.e., GPRSCGSN node
or close)wheretraf� c from a numberof mobile hostsis ag-
gregated(labeledasProxy2 ); 3) closeto GPRSSGSNnode
wheretraf� c from a numberof basestationscan be handled
(shown as Proxy3 ); or 4) in the vicinity of the basestation
thathandlestraf� c from a singlecell (markedasProxy4 ).

In general,by placingproxiesfurther insidea cellular net-
work, onecangetmuchbetteraccessto informationaboutcur-
rent radio link conditionsthanproxieslocatedoutsidethenet-
work. Proxieslocatedcloseto thebasestationcanbeinformed
of thedynamicallyvaryingchannelconditions,andcould take
actionaccordingly. If � ne-grainedchannelmonitoringis notre-
quired,it canbesafelyplacedat (or closeto) theGPRSCGSN
nodeabletoservealargenumberof mobileclientsfromasingle
location.Bytakingadvantageof theserverproxylocation,acel-
lular operator can manage uninterruptedproxy serviceavail-
ability for mobileusers in their networks.

Proxy Server Scalability: GPRSWeb proxy server is ex-
pectedto serve traf� c from several mobile clients. However,
if load on the proxy server increasesdrastically, it canimpact
the overall systemperformance.Therefore,appropriateload

Fig. 12. Possibleserver proxy locations.

balancingschemesshouldbeemployedby cellularprovidersto
addressscalabilityissuesrelatedto proxy servers.

A clientandserverproxyin GPRSWebmaintains“persistent”
associationduring a Web browsing session.This requiresthat
any loadbalancingschemeemployedby thecellularoperators
shouldappropriatelycon� guretraf� c from amobileclient to be
guidedto the sameproxy server within the proxy cluster—as
longastheserverremainsavailableandtheclientactive. A mo-
bile client is switchedto adifferentproxyserveronly whenthe
original server is no longeravailable(e.g.,shutdown, crashed,
etc.) or if thereis no traf� c anymore.Furthermore,a backup
loadbalanceswitchmaybeemployedfor greaterreliability. In
this way an operatorcanovercomescalabilityissuesrelatedto
GPRSWebserver proxy, uninterruptedserviceavailability and
reliability. Eachproxyin theclusterpoolwill now handletraf� c
from aselectsetof mobileclientsto limit theloadfrom themo-
bile users.

SecurityIssues: The way proxy servers are deployed may
have security-relatedimplications.Web proxy-systemsuchas
GPRSWeb can be deployed either explicitly or transparently.
Explicit deploymentintroducessomevulnerabilityby exposing
proxy server IP addressto Web clients (or the “client-side”
proxy) to allow it to interactwith theserver proxy.

Theuseof customprotocolin GPRSWebalsorequiresaddi-
tional mechanismsfor security. ProtocolssuchasWAP-based
wirelesstransportlayersecurity(WTLS) protocolcanbeused
to provide privacy, dataintegrity, and authenticationover the
wirelesslink [4]. WTLS closelyresemblessecuresocket layer
(SSL)/transportlayersecurity(TLS) protocol,yet is optimized
for useover low bandwidthwirelesslinks and suits resource
constrainedmobiledevices.

A proxy server like GPRSWeb is quite vulnerableto denial
of serviceattacks,sinceit providesresourceintensive services.
This potentialsecurityhazardcanbelimited to someextentby
ensuringthat only clientsfrom the wirelessnetwork cancon-
nectto theproxy, thuslimiting theloadanindividual clientcan
generatein anattemptto starve others.Otherarchitecturaland
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relatedpolicy issuesalsoneedscarefulconsiderationwhende-
ploying proxiesasit impactstheoverallreliability of asolution.
InternetRFC3238[37] dealswith many sucharchitecturaland
policy issuesfor proxy deploymentin theInternet.

IX. CONCLUSION

Our work hasexploredthe causesof TCPandHTTP under
performancein a GPRSenvironment.Due to high latency in
GPRSlinks, the needfor latency mitigation was highlighted,
leadingto thedesignof theGPRSWebproxy system,a pair of
cooperatingproxiespositionedeithersideof thewirelesslink.

We have describedour implementationandresultsof a per-
formanceevaluationof the prototypesystem.We have shown
thatthecollectivesuiteof optimizationtechniquesimplemented
by GPRSWeb canleadto substantialreductionsin meanpage
downloadtimes.

We are recordingfull tcpdump tracesof all GPRStraf� c
generatedbyourusercommunity, whichwill assistin evaluating
systemscalabilityandresultinguserexperiencefrom usingthe
proxy system.In thefuture,we alsointendto useour tracesof
userbrowsingactivity andthecorrespondingserverresponsesto
accuratelyreplayuseractivity, enablingusto preciselyevaluate
theperformancegainsthesetechniquescanoffer in thepresence
of realdynamicallychangingWeb content.
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