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Vast and complex Surrounding challenges and technical debt around ML deployment*
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* D. Sculley et al. 2015. Hidden technical debt in Machine learning systems. In Proceedings of the 28th International 
Conference on Neural Information Processing Systems - Volume 2 (NIPS'15). MIT Press, Cambridge, MA, USA, 2503–2511.



Challenges with Closed-book(Non-
parametric) Approach 
• Problems:

• Hallucination

• Attribution

• Staleness

• Revisions

• Customization

• Solution:
• Couple to external memory
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Contextualization: Open-Book (Non-parametric approach)
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• Grounding: improve factual 

recall*

• Swap in and out vector indices 

and make corrections as necessary

*Shuster et al. (2021). Retrieval Augmentation 
Reduces Hallucination in Conversation. arXiv 
preprint arXiv:2104.07567



Contextualization
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How to scale?

How to learn?

What to 
optimize?

How to Chunk?

How to encode 
docs?

How to encode 
queries? How to 

verify?

How and what 
do I 

retrieve?

How to 
optimize?

How to manage 
memory?

How to 
parallelize?

How to pre-
process?

How to 
prompt?

When to 
retrieve?

How to pass 
context?

Credit: Douwe Kiela - Retrieval Augmented Language Models



LLM
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Vast and complex Surrounding challenges and technical debt around LLM deployment*

* Menshawy, A., Nawaz, Z., Fahmy, M., & Minervini, P. (2024). Navigating Challenges and Technical Debt in Large 
Language Models Deployment. Proceedings of the EuroMLSys '24. ACM Inc., New York, NY



“After reading, I began to wonder if 
LLMs are the correct way forward to 
achieve the tasks we are currently 
trying to solve using them. It seems we 
have to tackle large swaths of problems 
before we can maximize LLMs' 
efficiency.”

Anonymous Reviewer
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