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Abstract. Scarcity of labeled data has motivated the development of
semi-supervised learning methods, which learn from large portions of un-
labeled data alongside a few labeled samples. Consistency Regularization
between model’s predictions under different input perturbations, partic-
ularly has shown to provide state-of-the art results in a semi-supervised
framework. However, most of these method have been limited to clas-
sification and segmentation applications. We propose Transformation
Consistency Regularization, which delves into a more challenging set-
ting of image-to-image translation, which remains unexplored by semi-
supervised algorithms. The method introduces a diverse set of geometric
transformations and enforces the model’s predictions for unlabeled data
to be invariant to those transformations. We evaluate the efficacy of our
algorithm on three different applications: image colorization, denoising
and super-resolution. Our method is significantly data efficient, requir-
ing only around 10 – 20% of labeled samples to achieve similar image
reconstructions to its fully-supervised counterpart. Furthermore, we show
the effectiveness of our method in video processing applications, where
knowledge from a few frames can be leveraged to enhance the quality of
the rest of the movie.

1 Introduction

In recent past, deep neural networks have achieved immense success in a wide
range of computer vision applications, including image and video recognition
[19, 25, 24], object detection [17, 37], semantic segmentation [29, 8] and image-
to-image (I2I) translation [22, 48, 12]. However, a fundamental weakness of the
existing networks is that they owe much of this success to large collections of
labeled datasets. In real-world scenarios creating these extensive datasets is ex-
pensive requiring time-consuming human labeling, e.g. expert annotators, as in
case of medical predictions and artistic reconstructions. As we enter the age
of deep learning, wide-spread deployment of such models is still constrained for
many practical applications due to lack of time, expertise and financial resources
required to create voluminous labeled datasets.

Codes are made public at https://github.com/aamir-mustafa/Transformation-CR



2 A. Mustafa et al.

Conceptually situated between supervised and unsupervised learning, Semi-
Supervised Learning (SSL) [7] aims at addressing this weakness by leveraging
large amounts of unlabeled data available alongside smaller sets of labeled data
to provide improved predictive performance. Lately extensive research has been
done in SSL and has shown to work well in the domain of image [4, 5, 32, 39,
40] and text classification [44]. However, it would be highly desirable to create
I2I translation networks that can take advantage of the abundance of unlabeled
data while requiring only a very small portion of the data to be labeled. For
example, to colorize a black and white movie, we may want an artist to colorize
only 1–5% of the frames and rest is done by the network. For capturing video in
low light, we may want to capture a few reference frames on a tripod with long
exposure times (therefore low noise) and use those to remove noise from the rest
of the video. We may also want to design a camera, which captures only every
n-th frame at a higher resolution (as the sensor bandwidth is constrained) and
use those frames to enhance the resolution of the rest of the video. Unsupervised
I2I translation methods have shown to generate compelling results, however,
although unpaired, they still require large datasets from both the input and
output domains to train the network [28, 51, 20, 13, 38, 31, 45]. For example to
train an unsupervised super-resolution model we still require huge amounts of
high resolution images as in [46, 6]. On the contrary an SSL method would require
only low-resolution images and a few low-high resolution image pairs for training.

In this work, we draw insights from Consistency Regularization (CR) – that
has shown state-of-the art performance in classification tasks – to leverage unla-
beled data in a semi-supervised fashion in a more challenging setting i.e. image-
to-image translation. CR enforces a model’s prediction to remain unchanged for
an unsupervised sample when the input sample is perturbed [3, 39, 26]. However,
applying CR in I2I domain is not straightforward, because images with varied
transformations should have different predictions, unlike in the case of image
classification. We derive our motivation for our approach from a) smoothness
assumption, which in the case of image classification states that if two sample
points are close enough to each other in the input space, then their predicted la-
bels must be same and b) manifold assumption, which states that natural images
lie on a low-dimensional manifold [52].

This paper introduces a regularization term over the unsupervised data
called Transformation Consistency Regularization (TCR), which makes sure the
model’s prediction for a geometric transform of an image sample is consistent
with the geometric transform of the model’s reconstruction of the said image. In
other words, we propose a modification to the smoothness assumption [52] for
image reconstruction models postulating that if two input images x; x́ 2 X that
are geometric transformations of each other and close by in the input space, then
their corresponding predictions y; ý must be equally spaced in the output man-
ifold. Our training objective is inspired by the transformation invariance loss
[14] introduced to design stable CNNs aiming at removing temporal inconsis-
tencies and artifacts in video sequences. Our method is, however, fundamentally
different, since the proposed loss formulation and the notion of using unlabeled



Transformation Consistency Regularization 3

Fig. 1: An illustration of our training scheme using the Transformation Consistency
Regularization ( L us ) over the unlabeled data for image colorization. The same method
is used for Image Denoising and Single Image Super Resolution.

data in designing near perfect mapping functions (CNNs) have not been previ-
ously explored for image-to-image translation settings. The proposedTCR over
unlabeled data works jointly with the model's supervised training to e�ectively
reconstruct better and visually appealing images than its supervised counterpart.
To the best of our knowledge this is the �rst work to study the applicability of
semi-supervised learning in an image-to-image setting.

The main contributions of this paper are as follows:

1. Through extensive empirical evaluations, we show the e�cacy of our semi-
supervised training scheme in regularizing model's predictions to be invariant
to input transformations for three image-to-image translation problems, viz.
image colorization, denoising and single image super-resolution.

2. We hypothesize that addition of unsupervised data during training makes a
model generic enough to better remap images from one image manifold to
other. We provide validation for our manifold assumption (see Sec. 5).

3. We provide analysis of how much unsupervised data is ideal for training a
semi-supervised model in contrast to its supervised counterpart per batch.

4. Using less than 1% of labeled data, we perform colorization, denoising and
super-resolution of movie clips. Our semi-supervised scheme achieves an ab-
solute average gain of 6 dB in PSNR than its supervised counterpart, which
uses the same percentage of labeled data.

2 Related Work

To set the stage for Transformation Consistency Regularization we introduce
related existing methods for SSL, particularly focusing on the class of meth-
ods that propose addition of an additional loss term while training the neural


