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Abgtract

This paper describes a prototype low-power wirdess link desgned for embedding into
everyday objects. After a brief description of the hardware platform, we discuss protocols
for discovey and long-term rendezvous, contrasting our agpproach with mester  based
gpproaches. The protocols are presented as examples drawn from a larger family of
interoperable protocols which may be important to cover the broad range of applications
for this sort of network. We then describe some of the agpplications built usng PEN, and
add some observations on spectrum codts, and future designs.
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Embedded networks may be built for many purposes, and it is not cdear where they will
fird reach widespread deployment. By way of introduction we will st them in the
context of providing an dectronic means of sendng wha is around, 0 that devices can
configure themsdaves and operate autonomoudy with lessinput from their owners.

Computers are being embedded in a growing number of everyday objects. Often, this is
reveded by the introduction of new features that can be added at little extra codt, such as
clocks, darms and timers, memories to recal different settings, and security codes. The
problem is that dl of these new features need stting, and resetting. There is a danger that
as computers are incorporated into more systems to make them more efficient and easy to
ue we may paadoxicdly find oursdves spending more time in configuring and
mantaning them. One possble solution to this dilemma is to meke the devices more
cgpable of configuring themsdlves. This could be achieved by dlowing them more access
to information about ther environment, such as where they are, indoors or out, who is
aound and wha they are doing. Of course, some sysems dready incorporate some
environmenta sendng — room thermodas, smoke dams, PIR detectors for lights and
dams, but thee are usudly hard wired into ther sysems with litle opportunity for
ghaing information. We would like to see them supplied as components in a more
modular architecture for sharing and acting on information about our habits.



We ae not advocating complex recognition tasks such as deducing who is present or
what they are doing by the interpretation of images, sounds etc. Rather we favour sensors
that have a direct interpretation, so if we need to know who is operding a device or
entering a room, then we will ask them to tel us by pressng a button or carrying a tag.
This minima requirement not only removes the need for complex recognition tasks that
often require human perceptud taents, but can dso put the users more in control as the
system is seen to respond only when they identify themsdves to it, and does not act a
unexpected times.

An example of how more open interfaces could smplify equipment use would be a datus
input for the home This could take the form of a switch with four options — a home, out
for a short while, gone to bed, and awvay. Devices tha might benefit from this smple
piece of information indude lights hedting, dams entertainment units teephones and
answering machines. They would know to be quiet and save energy when we were in
bed, to keep things ready for our return if we are out for a short time, and to shut down
safdy and securdy if we are avay. Of course, some lights might gill come on while the
house is unoccupied to give the impresson of hebitation, and snoke and burglar darms
would cdl for outside hdp more quickly when the owner is away. Smoke darms could
dso cdl for lights to be put on and externd bells to be rung. However, more advantages
can be redisad when devices communicate. Smoke darms, lighting and hesting controls
could dl bendfit from the separation of the sensors (detectors, switches, knobs) and the
actuaors (lignting relays boiler vaves dam bels). The examples are too numerous to
mention, but instances might be that smoke detected in any part of the house could st off
dl of the darms, a defective unit (commonly caused by betteries being removed for some
other gppliance and not replaced) could be detected by its dosence, and others units could
sgnd the problem.

One obgacle to the deployment of such sysems is the amount of wiring involved. In
some cases, such as burglar darms, the number and location of sensors and bels is amdl
enough that the extra wiring can be fitted in a few hours by a skilled ingdler, but the cost
of fitting may gill exceed the cog of the hardware itsdf. Also, as more sensors and
actuaors are added, the tolerance of the householders to exposed wiring will be tested,
and burid into wadls, celings and floors will be required. For this resson, we bdieve tha
thiswill be agood gpplication areafor wireless embedded networks.

Hardware

The desgn of our prototype embedded network (PEN) was guided by the minimisation of
three main parameters Sze, power consumption, and cost. This should dlow us to embed
it into many devices with a minimal impact on ther appearance, longevity and
sdeability. An early verson of the system was described in [Bennett et d 97].

Sze and cod ae minimisad by keeping the desgn as smple as possible, o that it can be
readily integrated, and so that the minima implementation does not require a processor to
run the radio or respond to Imple requests. A test for any proposed protocol change is
tha we can Hill build a node with a ample sate machine for recognisng and responding
to packets addressed to it. This does not rule out more complex nodes as will be
described later, but they must be able to work with our mogt trivid sensors and beecons.
The radio is kept smple by having dl nodes transmit and receive on the same frequency,



assuming a low channd utilistion, Smple modulaion, and redricted range of around 5
metres.

The nodes described in this paper are based on a 418MHz FM transceiver, a Toshiba
microcontroller, and a Xilinx progranmable logic device The sandard node is equipped
with  SRAM ad Hash memory, a piezo sounder, LEDs buttons and seid
communications ports (see figure 1). As they are prototypes, desgned to facilitate a wide
range of experiments they are lager and more complex than any one application would
require.

Figure 1. Both sdesof a PEN node, and a pen.

Power consumption is minimised by ensuring that nodes can be completdy off for most
of the time. We bdieve tha within a few years, we will be e to run a radio tranamitter
or recever with ImA a 1V, and a smple processor or gate machine for 2mA a 1.5V. If
we ae only active for 5ms every 10s, then we are usng 4mW a a duty cycde of 1 in
2000, and could achieve an average power consumption of 2 uW. If we dlow for modem
and reg-time dock, we might use 3uW on average A CR2032 lithium coin cdl weighing
3.3g has a cgpacity of 180mAh a 3V, and would power a node & 3uw for 180,000
hours, or 20 years. Allowing a further 3uW for leskege and other contingencies, we could
achieve an acceptadle lifetime of ten years before battery replacement, by which time the
design should be obsolete (cf. pocket cdculators and digitd wetches). To achieve this, we



will have to limit the leskage currents in degp deep by sdection of devices that support
very low current deep, or by isolding the power supply lines We will dso need to
minimise the capacitances that must be charged when coming out of deep, preferably by
choosing design techniques that do not require much decoupling.

Our present hardware built with off-the-shelf components has a pesk power consumption
of 600mW. A typicd gpplication tha ligens for a free channd, trangmits a beacon
packet, and ligens for replies every 20s, has to be active for 600ms every 20s a duty
cyde of 1 in 30. This is an average power of 20mW, and a lifetime of 450 hours (20
days) on a 9Whr betery, which agrees with our obsarvations. This poor lifetime is mogst
eesly improved by reducing the radio turnon and preamble times so that the beacon only
requires us to be attive for 60ms which should improve the lifetime to 200 days Our
degp current is 16uA, which should ill consume less than 10% of the bettery in 200
days.

Sensors will increese the power requirements for some nodes, leading to correspondingly
dorter lives, or larger batteries. Powering from solar energy or mechanical sources may
be an option for some gpplicaions, though as with digitd waiches, a battery is probably
going to be the most common power source.

Discovery

The nodes are assumed to be powered down, completdy unresponsve, except for a
wakeup timer, for mogt of the time. For two nodes to discover each other’s presence, they
mug both be awake a the same time. The smplest way in which this can be achieved is
to have one of them enter a high power mode in which it says awake for a time interva
greater than the time between wakeups. There are then two options, have one node (the
enquiring node) tranamit continuoudy and the other (the degping node) ligen
occasondly, or viceversa

If the enquiring node tranamits continuoudy, it will be occupying the radio channd, and
we would not achieve the low channd utilisstion that we desre If it recaves
continuoudy, then the desping nodes will have to tranamit a short packet whenever they
wake up. We have adopted this later scheme as it scdes wdl to large collections of
nodes, and dlows us to discover many degpy nodes in one intervd. If nodes expect to
enter into two-way communications, then the deepy nodes will have to ligen for ashort
while after their transmissons so that other nodes can respond to them and negotiste a
longer-term connection. The discovery protocol is completed by redisng tha we must
listen before the tranamisson to make sure that the channd isfree, so thefull cydeis

Seep (typically 10s)

Ligten for free channd (typicaly 1ms)
Tranamit Sgnd for other nodes (typicaly 2ms)
Ligten for replies (typicdly 2ms, optiond)

We cdl this {ligen, 9gnd, ligen} cyde a beacon, and the period with which t repeats is
the beacon interval.



The node tha is ligening continuoudy to pick up the beacons may be adle to do this
because it has higher power resources, or it may be triggered temporarily by some other
condition, for example a button press, a sensor input, a time of day or even a change in
the other nodes with which it is mantaning contact. Some of the issues surrounding the
choice of which nodes should listen and when are covered in [Todd et d 0Q].

Now, what should the tranamitted signd contain?

1. Minimal. If we put no information in our Sgnd other than its presence, then ancther
node hearing it will have to reply to us on every occasion to find out if we are a node that
it is interested in. This will waste power for both nodes, but would be te lowest power
drategy while there are no other nodes around.

2. Node ID. If we put just a globdly or locdly unique ID in our 9gnd, then other nodes
will have to reply and ask for more information when they firs encounter us, but they can
then cache this information, and need not enquire again when they see the ID. This is a
good srategy when the nodes around us do not change very often.

3. Service ID. If we put information in our dgnd about what services we offer or
request, then other nodes can decide if they want to communicate with us without any
further interaction. However, we pay the pendty of a longer sgndling packet on every
occason. This drategy is best suited to environments where there is a high degree of
mohbility of the nodes o where we wish to pay the power pendty in our node to conserve
power in the other nodes around us In high mobility Stuations, it dlows frequent new
sghtings to be ruled out quickly as uninteresting, and if we find tha we are interested, it
has aready cut down on the number of transactions.

4. Data Findly, we may put the sarvice data itsdf in our sgnd, a temperaiure or
location for example. This would be good in Stuations where the service offering is
fixed, and where we do not mind usng the extra bandwidth and power that it consumes
The smples sensors may teke this form, as they need only ligen for the channd to
become free, then tranamit their sensor data, then deep. They do not need to decode any

incoming packets

We have genadly implemented option 3, but note that dl four options can coexid.
Further, they can intework if nodes run a smple information seeking dgorithm as
follows

Ligten to the channel for any PEN packets

If any transmissons ae received a any time, process them for ID, service
offerings and requests, and service data.

If we receive atransmission without an ID, ask the node for itsID.

If we receive a node ID, and we don't have a note of what its services offerings or
requests are, ask it for its offerings and requests.

If we can supply what it requests, or want its offering and don’'t dready have it,
St up an interaction to satisfy that service.



The sarvice interaction may be a smple data trandfer, an agreement to send regular
updates, or the activation of higher level protocols such as alow power trangoort layer.

This can be summed up by god seeking for ID, service destriptions and service data until
we find that we ae not interested, or we have our information. If we cache what
information we receive, then we do not have to ask again, but if the cache has flushed, we
ak agan.

The node that is besconing can adapt to the recent interactions. If no other nodes are
responding to its sarvice destriptions, then it can fal back to ID only, and nearby nodes
will hopefully have cached its sarvice destriptions and will not respond. Léater, it can fdl
back to an empty sgnd only, in which case nearby nodes will repond with a request for
its ID. If no other nodes are around, then this node can continue with the empty sgnd,
thus consarving its energy as much as possble As soon as a node responds it should
resume putting the ID in the sgnd, so that the nearby nodes do not need to enquire every
time. After some number (n) of beacon cydes say 10, it can lgme back to Sgnd only
which will probe to see if there are dill other nodes around, with the samdl expense of the
extra transaction every n beacons.

Media Access L ayer

The MAC layer will have to dlow for a varidble szed packet, with optiona addressng
fidds to hold the node IDs of the sender and the dedtination. The channd is inherently a
broadcast medium, but packets can be filtered a the receiver by source and dedtination
node I1Ds, service offerings and requests, and service data.

A fundamental ssue to be addressed is that of multiple replies to a packet. In each beacon
pecket, we incdude an dement that defines a time window to be used for replies, which
can be st by the goplication, or adapted to current conditions. Nodes wishing to reply
will choose a time in this window a random and will have to wait for the next beacon if
they collide. In the case of a packet that was addressed to a paticular node ID, an
acknowledgement may be requested by a hbit in the header, and in this case there is an
extra window immediady following the packet, which only the dedtingtion node should
trangmit in. The MAC layer is described in more detail in [Girling et d 0Q].

Long Term Rendezvous

Once nodes have discovered each other’s presence, they may wish to stay in contact to
trander information. This could dlow them to cagpture new sensor data, or to confirm that
they are 4ill in the same place from a location beacon, or to check regularlly whether ther
sarvices are required. To conserve power, it is desrable that both nodes deep for most of
the time, and weke occasondly for the shortest posshble time to give the opportunity for
further communication. If the discovery beacons from the previous section are known to
occur a fixed intervals, then other nodes can deep until just before they are due, ligening
for only a short time to confirm the continued presence of the beaconing node. If such
nodes want a lower latency between contacts, then they can request a shorter beaconing
interva, but this should lagt for only a limited number of cydes and be renewed
regulaly. Tha way, we avoid the dran on resources when nodes have moved out of
contact without rescinding their requests. This dso gpplies to requests for extra data or



regular sensor readings, they should aways be accompanied by a count which will time
them out unless renewed.

In some gpplications, a group of nodes may wish to day in regular contact for an
extended period. One option for this is to bring them dl into some sort of
gynchronisttion, dther within a magter framing sequence, or by bringing together ther
individua beaconing times. This sort of scheme can give rise to problems when nodes are
entering and leaving regulaly, because of the difficulty of reaching agreement about
schedules in an environment where the communication links between some nodes are
unreligble. A more interesting problem is how to bring together the schedules of two
groups of nodes when some of ther members begin to interact, without trying to pull the
whole connected world into synchronisation. So long as they are identified as two distinct
groups, then they can have separae schedules but this may introduce atificid
“membership” decisons into groups of nodes that do not require it, and the protocols to
negotiate membership will burn yet more energy and bandwidth.

Our approach to long term rendezvous of groups of nodes is to kegp dl nodes equd. We
dlow the node that is beaconing to decide when those beacons should be trangmitted.
Other nodes can request shorter or longer intervals between beacons, but not the precise
times when those beascons should gppear. Thus a node that is ligening to severd other
nodes will find itsdf having to wake up on a different schedule for each of those nodes
This may consume more power than a sysem where dl the nodes transmit back-to-back
in known dots but this should not be dgnificat if the radio, modem and processor ae
designed for fast turn-on.

Now that beaconing nodes are tranamitting to a schedule that is known by other nodes,
we are left with a problem of contention. If the beaconing node finds thet the channd is
not free, it should wait until the channd is free and then gpply its usud backoff drategy
to contend for access. Nodes that have woken up to hear the @ayed beacon have severd
options. If they hear a contending packet, they can deep until it ends, then lisen for the
beacon. If they do not hear a contending packet, the beaconing node may dill be held off
by a packet that only it can hear, so they should continue to ligen for a time interva of
one o two packe lengths (PEN imposss a maximum length on dl packets).
Alternatively, if they are aggressively power saving, or do not care about a few missed
beacons, then they can immediady give up on this beacon and ligen again for the next
one. Only after severd failures will they fdl back to the discovery protocol to reacquire
the beecons if the nodes are Hill aound. For this to work well, the beaconing node must
try to keep to its origind schedule. If the beaconing node is blocked, it tries to return to
its schedule for the next beacon. It will do this for a few tries but then reschedule its
beacon times from the next successful tranamission. It can optiondly dert other nodes by
a control fidd in its header that it is going to permanently dip its bescon times which
may avoid them having to run the full discovery protocol.

Nodes that are conserving power do not necessarily have to ligen to every beacon on
schedule. They may choose to ligen to every fourth beacon to mantan good timing
synchronisation, but dill have the option of communicating more quickly if triggered by
some externd event. Smilarly, a beaconing node may choose to only transmit in every
fourth interva when there is nothing timely to report, but would use every interva when
there is activity to be reported. This scheme will save bandwidth and transmit power, but



adso the nodes tha are ligening a every interva can assume tha there is nothing to come
after a short period, and power down their recavers and processors sooner than if they

were receiving a packet.
Comparison with Synchronised Protocols

One of the didinguishing features of the PEN protocols is tha they do not attempt to
synchronise the tranamissons of a cluser of nodes by the use of a master dation or
globd dock. We will discuss some of the advantages and disadvantages of these
approaches.

Contention

In PEN, every initid transmisson must be preceded by ligening for the channd to be
free, and each caries the posshbility of collison if the trangmissons are begun dose
enough together. The detection of the free channd can be made quite energy efficient by
caeful desgn of the radio link for fas detection and turn aound, but if chennd
utilisstion were high, then much energy could be wasted while waiting for other packets
to finish. We ddiberatdly avoid high utilisstion of the channd in al of our protocols, and
back off enthudadticdly when contention is detected. After the contending packet and its
acknowledgement have finished, there will be some dots for efficient contention to gan
the next use of the channd. We hope tha the energy overheads due to contention can be
kept below 10%. The PEN protocols will require a channd capecity of about five times
their maximum utilisation for efficient collison avoidance.

A magter synchronised protocol avoids these problems by scheduling the transmissions of
dave nodes S0 that they cannot collide [Bluetooth]. However, this gpproach requires extra
communications with the mader, wel-synchronised clocks and a low rate of change in
connectivity. It may be that in red gStuations with log packets, vaidble link quaity, and
mohility, the meder/dave protocols use smilar amounts of energy in ther control
packets, framing sequences and protocol overheads as PEN does in collison avoidance.
In addition, if multiple megters and ther daves ae to coexid, thee mugt be some
mechanigan for synchronistion between magters, which usudly involves reducing the
bandwidth avalable to each magter with a TDMA, FDMA or CDMA colouring scheme,
aso requiring amuch higher tota channd capacity than each magter is dlowed to use.

In both protocol gpproaches, nodes can deep for mogt of the time, waking just in time to
make their next scheduled transmisson or reception. In a meder/dave sysem, the master
decides on the detalled scheduling of dl of its dave nodes wheress in PEN, it is the
initictor of the radio tranamisson that decides its own schedule and any ligeners mugt
fdl in with that. In PEN, if a node is mantaining contact with severd others then it will
tranamit on its own schedule, and ligen for the other nodes on theirs If the schedules of
two nodes begin to overlap, then in most cases the later node will hear the transmisson
of the earlier, and wait until that hes finished before sending its own. After a few such
delays the later node will dip its schedule permanently to a later time, and the overlgp
will have gone. In the rarer case of a collison where both nodes hear a free channd and
begin to trangmit together, then this may be deected by the lack of an expected
acknowledgement, causing a retfransmisson after a random backoff, or in the case of
unecknowledged trangmissons, the gtuetion will only be resolved when the difference in
the clocks causes the nodes schedules to differ sufficiently for one to hear the beginning



of the others trangmisson. If the critical collison time is 100us, then the docks might be
expected to drift this far in 100s (assuming docks that drift around 1 pat in 1 million), o
the collisons would nat resolve for up to two minutes. If this were found to be a problem,
then it may be worthwhile introducing a little random deay to the tranamit times to
reduce the probability of repeated collisons. In maeder/dave protocals, there will dso be
the posshility of collison when daves firg introduce themsdves to magers, but this is a
far less frequent operation, and the lack of an acknowledgement from the master soon
informs the daves to try again with some random variation.

The advantage that PEN gains from having no master protocol synchronising a cluster of
nodes is that any pairs of the nodes can be separated from the others, physicdly or just
because of the peculiarities of the radio channd, and they will dill mantan any
communications that were st up between them. In megter/dave protocols, they would be
reliant on dgnds from the master to schedule ther trangmissons, or even to pass ther
traffic for them.

I ntroductions

Ancther important function of the master may be to centrdise information about what
other nodes are around. In PEN, we peform this function with a proximity sore. This is
a sarvice where one node keeps a ligt of other nodes whose beacons it has recently seen,
and can make this lig avalable to other nodes With the node IDs it dso dores their
beacon intervads, and the last time a beacon was seen. It can optiondly Store the service
offerings and requests if they have been seen. If it is a high powered (lisener) node, it
can respond to the beacons of low powered node so that they can enquire about the nodes
that they are interested in. If a low powered node wishes to communicate with a node
described by a proximity dore, then it can compute its next scheduled beacon time, deep
until then, and responding to the bescon directly to edtablish contect. In this way, we
preserve the option of the two nodes to move away from the proximity store once contact
has been made, we presarve the property that connectivity implies proximity, and we
have not imposed any liveness or correctness condraints on the proximity dore as its
contents are used soldy as hints to facilitate a more direct rendezvous. By separating out
the functions of the proximity Store into an optiond service within the network, we can
avoid impasing any overheads on gpplications that do not require them.

In a magter/dave system, communication between dave nodes that have different masters
is likdy to involve some complexity, ether to bring together dl daves tha wish to
intercommunicate under one meder, or to have the meders rday traffic between
themsdves. In PEN, this is not a concern, as each node taks directly to those others that
it wishes to communicate with.

Routing in PEN is an optiond sarvice, not pat of the core protocols. [Weatherdl et d
99]. We leave it up to the gpplicaion programmer to decide if services should be loaded
to perform routing of third party traffic between nodes, or via awired network. We do not
pay any code or energy pendties when these functions are not required, and we have the
flexibility to choose the optimum routing (and data aggregaion) functions for each
application.

Security festures are ds0 added as optiond services. Examples of this are authentication
and encryption protocols. Some security festures are best supported by the hardware,



paticulally where some protection agang mdicious dtacks is required. Some of the
issues that apply specidly to PEN are discussed in [Stgano et d 99).

Protocols Conclusion

The protocols outlined aove do dlow for some complexity in nodes that can support it,
while remaining interoperable with nodes that have made the smples choices, and may
not even require a processor. As much of the design as possble has been cagt as hints, to
be incdluded and used only by more cgpable nodes It is envisaged that they will be used
by some goplications that need to use the limited bandwidth more efficently, or with
lower latency, or with lower power consumption. It is our god however to leave enough
of the channd free for ample nodes with little computationa power to use it effectively.

Spectrum Pricing

Is it redidic to assume that other usars of the channd are cooperating in order to save
power? How much would it cost to provide a separate radio band for PEN sarvices? A
ampligic andyds can be made rdative to the recent auction of spectrum in the UK for
39 generation (3G) mobile devices The licenses to use this 145Mhz of pectrum for the
next 20 years were 0ld for a totd of 35 hillion dollars. For more detalls, see the webste
http:/AMww.Spectrumauctions.gov.uk/3gindex.htm

This prices spectrum & 12 ddlas per hertz per year to cover the UK. To purchase
100kHz for 20 years would cost 24 million dollas. As the population of the UK is about
60 million people, this is 40 cents per person, or about 2 cents per person per year. For
comparion, the 3G licenses have cost 29 dollars per person per year, or aout 1500 times
more, reflecting the 1500 times more bandwidth required. If we dlow a factor of ten for
the lower frequency and smdler sze of this band, then we arive a 20 cents per person
per year which should sill not be an insurmountable hurdle.

Perhagps what this points to is that for a ressonably dzed busness (darms, hedting
controls etc) it could be possble to purchase a spectrum dlocation in which the
protocols can be dosdy contralled, without increasing the cost significantly.

Prototype Applications

To test the PEN protocols under red conditions, we have built a range of hardware
devices.

| HARDWARE FEATURES | APPLICATIONS
No connections Beacon
Logger
Sarid connection Download gation
Generd PClinternet connectivity
User Input Button box
Cyberspice case
Rdays Fan
Light switch




Sensors Thermometer
GPS
Light detector
Camera
| User Output | Display

The damplest hardware configurations are where the nodes do not require any sensor or
communication faciliies Examples of this are loggers or beecons. Beacons smply
upply pre-programmed information to other nodes such as location, time, inventory or
time zone. Pasing nodes can use this information to record where they have been and
when, or may be autthorised to update the information. Loggers collect information from
desgnated nodes, and download it to others Whenever they contact a node containing
rdevant information, they request copies of that informaion, avoiding duplicaion, and
downloadit.

Another class of hardware device is a switch. Our smplest switch gpplication condgts of
a CD case whose spine contains a magnetic switch and PEN node, and a track advance
button on the indde of the case. We cdled this sysdem “cyberspice’, after an earlier

prototype built into a spice jar, and a pop group that were popular a the time (see figure
2).

Figure 2. Cyberspice nodeswith transmitter PCB.



The trangmissons encode information on which case has just been opened or dosd,
whether the case is 4ill open, and if the track advance button has been pressed. The
power saving on thee nodes is paticulaly easy. We can power down completdy until
the case is opened, which causes the magnetic switch to cose, and initiates the
trangmissons.

The CD case is used to control a PC-based music player. Many empty CD cases are
equipped with these nodes, and the player is programmed to play the gopropriate tracks
whenever one is opened nearby. In the firg verson of the CD case, we only use a
transmitter. We blindly repeat the transmisson a few times when the case is firs opened
20 that there is a reasonable probability of one of them getting through. Other traffic
could be disupted by this, but dl of our MAC protocols assume pecket loss, and should
recover immediady. The case then trangmits its ID once a second while it remains open,
30 that the musc player knows that it is gill around, and can stop the music by a timeout
if no trangmissons ae heard for three of those intervas. When the case is closed, we
tranamit the identity and a flag to say the case is dosed, and repesat that severd times to
endure that a leest one gets through. Thus in the common gtuation of the case being in
good contact with the player, the music arts and stops within a few tens of milliseconds,
but if the case wanders out of range, the music stops anyway after about a few seconds,
and retarts afew seconds after it re-enters radio contact.

We have ds0 huilt a dide advance box whose buttons are used to control presentations in
our meeting room. The trangmissons congs of the unique ID of the box, and information
on which of two buttons has just been pressed. This button box was desgned after
cyberspice, and uses the full PEN hardware and MAC layer. When switched on, the box
uses a multicast to contact any ligening nodes. The multicast contains a request for any
sarvice that is looking for buttons to contral it. If a node in the vidnity is running such a
savice, it will reply to indicate that it is interested in being controlled by that box. The
box then degps until a button is pressed, a which point the MAC layer is invoked to send
a unicag packet to the button controlled service identifying the box and the button evert,
with a retry count of five This will reult in the node ligening for a free channd,
trangmitting the information, and then ligening for an immediate acknowledgement. If
this is not recaived, the node will deep for a short backoff interva, and then atempt the
tranamisson again. It will repest this cyde up to five times then give up and leave it to
the user to press the button again.

Smple sensors such as thermometers spend mogt of the time powered down awating a
wakeup sgnd from an on-board timer. They then sample the sensor, dtore the results if
necessxy, and deep again. They beacon occasondly in order to rendezvous with cache
or logger nodes. A cache node is a ligening node, often with a bigger batery than the
sensors, or plugged into a power supply. It gathers the readings from any sensor nodes in
its vicinity in smadl batches, and when it sees the beacon from a logger or download node
it provides them with the latest readings if they have not dready found them. In this way,
it saves the logger node having to spend time ligening for sensor nodes. A logger can
adso upload data from sensors directly when one of its buttons is pressed. It ligens for a
couple of beacon intervas to gather data on which sensors may be around, and then
contacts them for ther latest readings. A download node is attached to a controlling PC
by its serid port. It lisgens for the beacons of logger or cache nodes, and requests their



latest data if it does not dready have it. It then transfers this data to a waiting gpplication
on the PC, where it is made available for digplay, anadysis and dissemination.

We have made a basc kit of about eight temperature sensors, caches, loggers and
download nodes for use in diagnosng temperaiure problems. The fird surpriss when
digributing the nodes around a house was tha there was a sufficiently good channd from
every sensor, through caches and loggers, to the download node, that the logger node did
not have to be carried around to fetch the readings. It was dso noticesble that after along
period, aound an hour, a logger and sensor could accidentaly overhear each other's
beacons while ligening for a free chands for ther own, and meke a long term
rendezvous without entering a ligening phase. Once this had happened, the data darted to
flow through the logger to the download node as soon as esch bach of it had been
collected, s0 we were getting data digplayed after a dday of just a few minutes. With
better radios, we will not be ligening for a free channd for o long, so these accidenta
rendezvous will be less likdy. We will then have to rdy on the origind scheme of
pressng a button, or having higher-powered cache or proximity store nodes, to make the
introduction between sensor and logger.

Examples of the temperature charts for five sensors are shown in figure 3.
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Figure3. Temperature Charts

Temperatures have been taken every five minutes during the night, and it can be seen that
the centrd heeting has been coming on for about 15 minutes every 45 minutes, but that
the generd temperature of the house declines during the night.



The temperature nodes have now been didributed around our new machine room to hep
lve problems with the chilled arflow, which is not reaching dl the machines that need
it, and is wading energy. The PEN nodes are condderably smdler than the mechanicd
recorders that they replace, so they do not disturb the airflow so much (see figure 4).

Figure4. Temperaturechart recorder alongside a PEN temper atur e sensor.

They are chegp enough for more of them to be deployed, and they send their readings
directly to aserver that makes them available in andard file formats and as aweb page.

Amongst other smple applications built to tes PEN were a light controlled by a remote
light sensor and afan controlled by a remote thermometer (see figure 5).



Figure5. Fan, thermometer and display.

More complex nodes included a VLS camera module whose images were compressed in
such a way as to presarve the edges required for target recognition of a 2-D circular
barcode. The geps of thresholding to a 1 bit image combined with edge extraction were
dgmple and fad, leaving only a tiny daasst which was then transmitted to a server
machine. The sarver ran the computationdly intensve task of finding the arcs of dlipses
that outlined the bit codes. The viewing of a target by the wirdess camera could then be
interpreted as a door being open, a paticular page being visble on a dek, or a car
paking space being vacant. The camera could dso have been progranmed to look &
generd light levels, changesin the scene, or to detect the mation of the camera.

A GPS node was built where a GPS receiver module was combined with a PEN node and
rechargegble batteries. This could be placed in a car, bicycle or any object with a clear
view of the sky, and would record its pogtion every few seconds. When a logger node
pased by, it would download the latest readings to the logger, which would then trandfer
them to any suitably configured download node on a PC for andyss, in much the same
way as the temperature sensors.



Findly, some digdlay nodes were built with non-volaile dislays, so that they could be
battery powered user interface devices. These were used to configure and observe some
of the gpplications described above, but dso in ther own right as dectronic door sgns
connected by PEN to our intranet. They were programmed to show vistors which way to
go for thar next gopointment, to display urgent messages, and to describe what was
currently behind the door (see figure 6).

Figure 6. PEN display nodeacting asa door sign.

Condluson and FutureWork

We have presented here some of the design decisons that went into the PEN project, and
tried to compare them with dternative approaches.

We have desgned dl agpects of the system looking forward to a better radio
implementation. The new radios that we are desgning will have faster wakeup from deep
to receive, much shorter turnaround times from recelve to transmit, paticularly crucid
where there is contention for the channd, and some indication of recaeived sgnd Srength
that can be used when judging whether or not to transmit over another packet.

The choices presented for beaconing protocols each have their place in different
application areas, and we hope that the overheads of making them interoperable will be
low enough that al nodes can communicate a theat leve.



The lack of any form of group synchronisstion in PEN dlows us to incorporate very
dmple nodes but does limit the channd utilisation that can be achieved. It makes it
harder to guarantee channd capacity for specid cases such as audio Sreaming and
priority darm channds. These sorts of traffic can be handled “best effort” within PEN
with limits on how much of the chand they can utilise, but we would not want to
compromise its amplicity and tiny bandwidth requirements for the sske of one or two
traffic patterns that are dready handled well by existing systems.

Our work is now focusng on the integration of the radio and digitd components to
achieve the power, sze and cogt factors that make wide scde deployment possble. Only
then can we judge the effectiveness of the protocols and the usefulness of the new
applications that they engble.
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