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Abstract

In the near future mobile devices with several inter-

faces will become commonplace. Most of the pe-

ripheral networks using the Internet will therefore

employ wireless technology. To provide support for

these devices, this paper proposes a new framework

which encompasses the functions of both peripheral

and core networks. The new architecture is called

Y-Comm and is defined in a layered manner like the

OSI model.

Keywords: Heterogeneous Networking, Mo-

bility, Architectural Framework.

1 Introduction

Developments in various areas of computer commu-

nications are progressing at a tremendous rate. Mo-

bile computing devices such as PDAs, cell phones

and ultra-thin laptops are becoming essential for hu-

man social environments. They are also becom-

ing more versatile enabling us to communicate,

play music, do work and play games while on the

move. Key applications now being used are phon-

ing, emailing, texting and instant messaging. How-

ever, consumers now want even more demanding

applications including high quality video streaming,

interactive video conferencing and real-time inter-

active video games. The enthusiasm connected with

the recent release of the iPhone confirms this trend.

To deliver such services will require new network-

ing infrastructure.

In addition, these devices will have several wire-

less interfaces. This is clearly seen in the develop-

ment and deployment of several wireless networks

such as 3G, WLAN, WiMax and Ultrawideband.

New and faster wireless networks such as 802.11n

will also allow more demanding applications to be

supported on mobile devices. We define the net-

working issues associated with this type of device as

heterogeneous networking and the devices them-

selves as hetnet devices. To facilitate seamless op-

eration of these networks as users move around, will

require the development of new mechanisms to sup-

port vertical handover as well as policy manage-

ment systems that decide when handovers should

occur. Another major requirement will be the devel-

opment of Quality-of-Service (QoS) techniques to

ensure that applications can still provide the neces-

sary functionality even though the characteristics of

the underlying network channels are continuously

changing. Finally, the expansion of the number of

wireless networks at the physical and link levels is

contrasted with the convergence on the use of the

Internet Protocol (IP) at the network level to build

global multi-service networks. So a fan-out at the

lower level is being met by a fan-in at the network

level, making the integration of these wireless sys-
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tems a serious challenge.

The last few years have also seen significant net-

work evolution with regard to the Internet. When

the Internet was young, the peripheral networks

were primarily Ethernet and Token Bus systems

which were similar in terms of performance and

technology to the systems used in the core network.

However recently there has been a radical diver-

gence. The core network is actually getting faster

in terms bandwidth as well as latency with the use

of single-mode optics and Multiple Label Switch-

ing (MPLS) technologies. In contrast, new periph-

eral networks are being predominantly built using

wireless technologies including WLAN, Bluetooth

and WiMax systems. The characteristics of these

systems are totally different in terms of latency and

bandwidth as well as error distribution properties

compared with those in the evolving core network.

This weakens the end-to-end arguments which has

been a key part of the design framework for the

early Internet [SRC84]. We believe that this means

that we need to think of the Internet as a global net-

work which should be divided into two key compo-

nents. The first is the Peripheral Network and the

second would be the Core Network which also in-

cludes access networks. This division highlights the

fact that the challenges in the Peripheral Network

will be different from those in the Core Network.

The observations above all indicate that there is

a need to develop a new framework for global com-

munications. The challenges that must be met are

beyond the current frameworks such as the OSI

model [Zim88]. This paper looks at the develop-

ment of a new global architecture for heterogeneous

networks. The architecture, known as the Y-Comm

Architecture comprises two frameworks: the Pe-

ripheral Framework for peripheral networks and the

Core Framework for the Core Network. The rest of

this paper is organised as follows: Section 2 looks

at the OSI model and outlines key architectural con-

cerns leading to the need for the new Y-Comm de-

sign. Section 3 looks at the Peripheral Framework

while Section 4 describes the required functionality

needed in the core network to support the Periph-

eral Framework. Section 5 explores the layers of the

Core Network and Section 6 combines both frame-

works to form the Y-Comm architecture. Section

7 looks at previous and current work being done in

this area of research while the paper finishes with a

section on conclusions and future work in Section

8.

2 The Architectural Need for

Change

2.1 The OSI model

The OSI model has been the dominant reference

model in computer communications over the last

two decades. While this model has helped in the de-

velopment and deployment of mechanisms that are

widely used in the Internet today, the authors be-

lieve that the OSI is inadequate for modelling het-

erogeneous networking. This is mainly because in

the OSI model, the network is essentially being used

to forward packets. This is specified in the first

three layers of the architecture. However, in het-

erogeneous networking, more functionality needs

to be supported which require intimate communi-

cation between the mobile node and the peripheral

network. An example of this is the set of mecha-

nisms required to support vertical handover which

is a key requirement in the deployment of 4G net-

works [MZ04]. These mechanisms will include the

ability to reconfigure network parameters to allow

the reservation of resources to ensure that the re-

quired quality-of-service is maintained after vertical

handovers.

2.2 The Layered Approach

Though the OSI model may be superseded, the lay-

ering model adopted in the OSI model is a good ap-

proach for defining the new architecture. This ap-

proach specifies the hierarchy of functionalities but

leaves the detailed interfaces between the layers to

be optimized by the implementors of the architec-

ture. In addition, whereas the model details the or-

dering of the necessary functionality, it does not dis-

count the use of cross-layer implementations. For

efficiency, there is also scope for implementors to

integrate one or two layers while keeping the gen-

eral ordering of the layers intact. This effort there-

fore stresses the conceptual use of layering as an

effective way of specifying network architectures

while allowing implementors the flexibility to pur-

sue efficient networking platforms.

2.3 Asymmetric vs Symmetric Archi-

tecture for End and Intermediate

Systems

Y-Comm proposes a break with tradition in terms

of the classical Internet model, which was de-

2



signed to use the same protocols in end systems

or hosts and in intermediate systems or routers.

Most network architectures (OSI, PTSN, B-ISDN,

DECNET, SNA) made this distinction, although

some systems, namely Novell Netware, XNS and

TCP/IP, attempted to unify the model of nodes that

were terminals and nodes that were switches. This

is in recognition of the computer-centric view of

data networking where networking infrastructure

devices, such as routers, were general purpose com-

puters just as much as end-user systems (clients,

servers, handsets).

Mobile computing is predicated on wireless ac-

cess and introduced new protocol elements in the

wireless hop to reach the fixed Internet. Some of

these elements or middle boxes, had already started

to appear but these were due to other reasons such

as security through firewalls, address space manage-

ment through DHCP and NATs, etc. These have

combined with the additional support needed for

wireless networking including roaming support, ac-

cess control and split TCP mechanisms to produce

services which are now indispensible to the modern

Internet.

In addition, a key operational goal of the early

TCP/IP implementations was that any device with

multiple interfaces could act as a router, even if

only to choose the first hop. In practice, the evolu-

tion of the Internet to a more commercially-oriented

environment has meant that today, few network

providers allow an end system to participate in the

routing exchanges to influence the way packets are

delivered other than by simply enabling and dis-

abling interfaces. Wireless networks are under even

more pressure to make the separation since there are

different types of wireless networks being deployed

– from essentially free WiFi to expensive, operator-

dominated cellular wide area services. These sys-

tems have very different characteristics including

service provisioning, AAA (Authorisation, Access

Control and Accounting) concerns and QoS param-

eters. Presently, there exists no commonly-agreed

framework to allow these networks to operate to-

gether seamlessly – even with input from the user of

the mobile node. Thus, at time of writing, it is com-

mon to find that handset operating systems have re-

moved the functionally of choosing which network

to use. We believe this will eventually evolve into

a situation where choices will be allowed based on

economic considerations, but much more is needed

to provide a seamless environment.

Future developments at the physical layer of het-

Figure 1: The Peripheral Framework

net devices, such as cognitive radio [ZS07], will

necessitate further client-side control of what net-

work and technology is best to use at any one time

or location. Indeed, cognitive radios are likely to

employ collaborative sensing in order to ascertain

what spectrum may be utilised, and hence a network

provider will not be the sole source of such informa-

tion. Hetnet devices will connect to both centrally

managed networks and to more ad hoc or peer-to-

peer ones, requiring far more flexibility than is cur-

rently available to users’ devices.

For all the reasons outlined above, we think that it

is necessary to consider a new Internet architecture

that makes a split between the edge and the core,

and between the user and services. It should also be

pointed out that many services, while not integrated

into an ISP’s business are in fact network server-

centric (e.g. data centers, such as search engines,

transaction services, community web sites and com-

pute services as offered by Amazon and others).

This represents a high-level split which should be

included in a new architecture – though not man-

dated but modeled as a common choice. The Y-

Comm architecture outlined below addresses these

issues by proposing the specification of two frame-

works: The Peripheral Framework aimed at the mo-

bile user and the Core Framework which looks at

a framework for networking infrastructure and ser-

vices in the core of the network.

3 The Peripheral Framework

Figure 1 shows the Peripheral Framework devel-

oped for heterogeneous networking. A more de-

tailed explanation of the architecture is found in

[MCS+06].

3



• Layer 1: The hardware platform layer: this

layer is used to define the hardware compo-

nents and technologies required to support a

particular wireless network, including elec-

tromagnetic spectrum, modulation techniques,

Media Access Control (MAC) algorithms, etc.

We can therefore represent each different net-

working technology as a vertical slice of the

hardware platform layer. A key function of

this layer is to determine which technologies

are compatible and hence can be operated si-

multaneously.

• Layer 2: The network abstraction layer: this

layer specifies a common networking interface

which all networks employing this architec-

ture must support. This interface is used to

maintain and control the network on the mobile

node. Different wireless device drivers must be

written to map onto this layer. A major feature

of this layer is to determine which networks

are available and which networks will shortly

be out-of-range of the mobile node.

• Layer 3: The vertical handover layer: this

layer is concerned with the specification of

mechanisms including state engines and trig-

gers for vertical handover. There are two

kinds of vertical handovers. The first is

network-controlled and is managed and main-

tained in the core network. The second is

client-controlled in which the client controls

handover. All commercial systems that sup-

port vertical handover, such as BT Fusion1,

use network-controlled handover. The authors

however believe that client-based handover is a

more elegant solution for a number of reasons.

Firstly, the network abstraction layer running

on the mobile nodes allows the mobile node

to have up-to-date information about its inter-

faces and the state of wireless networks on the

mobile node hence allowing a better environ-

ment to support vertical handover. In addition,

the client can take into consideration other fac-

tors such as the state of its TCP connections in

its decision about when to execute handover.

The client-based solution is also more scalable

as it can easily access information on several

networks. Network based handover will in-

volve an entity in the network knowing about

the status of all the networks which would re-

quire network operators being willing to hand

1http://www.bt.com/btfusion/

over sensitive information to third parties.

• Layer 4: The policy management layer :

this layer is used to evaluate all the circum-

stances when handover should occur. The

layer can be implemented by defining certain

rules with regard to all the relevant parameters

and their values which are evaluated with re-

spect to handover. Policies can be essentially

divided into two categories: reactive and pro-

active policies. Reactive policies are triggered

by changes in the condition of the networks

to which the mobile node is connected. Such

triggers are conveyed by the network abstrac-

tion layer. Pro-active policies attempt to know

the condition of the various networks at a spe-

cific location before the mobile node reaches

that location. Pro-active policies allow mo-

biles node to calculate the Time Before Ver-

tical Handover (TBVH) which will allow the

mobile node to minimize the effects of vertical

handover.

• Layer 5: The End Transport System: this

layer looks at moving data to and from the mo-

bile node. Since most peripheral networks will

be wireless, it is therefore important to ensure

that network and transport systems operate ef-

ficiently so that applications running on the

mobile node can receive sustainable qualities-

of-service. TCP/IP which is used throughout

the Internet has been shown not to perform

well in wireless networks [Mey99] [XPPS01].

In addition, recent work has shown that TCP

adapts very slowly to network conditions af-

ter vertical handover [CV05]. Several attempts

have been made to modify TCP as well as ef-

forts to make TCP more responsive to tempo-

rary outages without changing the protocol en-

gine [SM03]. However, no solution has been

generally adopted. Alternatives to TCP/IP,

such as SCTP [SXM+00], are being developed

to obtain better performance when transporting

data in heterogeneous wireless networks.

• Layer 6: The Quality-of-Service (QoS)

Layer: this layer helps to ensure that quality-

of-service required by applications can be

maintained as the quality-of-service being of-

fered by the networks is dynamically changing

as the mobile node moves around. This frame-

work defines two types of QoS support. The

first is called Downward QoS which allows ap-

plications to specify the QoS they require and
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leaves the system to support such requirements

over available network channels. The second

type is called Upward QoS in which applica-

tions themselves attempt to adapt to changes

in network conditions. Current applications

which cannot adapt to changing conditions will

employ Downward QoS while newer applica-

tions such as multimedia and networked games

would need to use Upward QoS.

• Layer 7: The Application Environments

Layer specifies mechanisms and routines that

allow applications to be built which can use

all the layers of the framework. There have

been a few attempts to build complete applica-

tion layers for mobile environments, such as

Ambient Networks [NSH+04]. An interest-

ing approach is adopt a toolkit approach which

allows different types of application environ-

ments to be built. This approach is similar

to that used in the deployment of X Window

System [SG86]. Hence various objects in the

toolkit can be used build a particular appli-

cation environment. So for example, using

the toolkit, we could specify a context-aware,

location-aware, application layer for high mo-

bility environments using Upward QoS mech-

anisms. Such an application environment will

use the lower layers of the Peripheral Frame-

work via the objects in the toolkit to build rel-

evant applications.

4 Implications for the Core Net-

work based on the Peripheral

Framework

Some key observations about the Peripheral Frame-

work: firstly, the Peripheral Framework is designed

to be implemented on hetnet devices. However, in

order for client-based handovers to work, the mo-

bile node would need access to network resources

in order to facilitate vertical handover. This must

therefore be a key requirement of the Core Frame-

work.

Secondly the Policy Management System is

meant to support proactive policies. This can be

done using a knowledge-based system in which the

parameters at that location have been previously

measured. The other approach is the use of a sim-

ple mathematical model based on the distance of the

mobile node from nearby based stations as well as

the direction and velocity of the mobile device. In

order to calculate Time Before Vertical Handover

(TBVH), the policy management layer would need

to know something of the network topology and the

performance of the relevant base-stations. A ma-

jor new nomenclature is the concept of a Boundary

Base Station (BBS) which is a base station on the

boundary of the network. A BBS is the last base sta-

tion that must be traversed just before vertical han-

dover. So it is important for different networks to

be able to describe their network topology in a way

that facilitates the calculation of TBVH.

Finally, though there will be a weakening of the

end-to-end transport mechanisms, successful com-

munication does demand end-to-end QoS support.

It will therefore be necessary to map the QoS avail-

able in the peripheral networks to the QoS in the

core network and vice-versa.

4.1 Networking Issues for the Core

Network

There are additional issues which need to be con-

sidered. It would be beneficial if the Core Frame-

work attempted to address key issues in the manage-

ment of large telecommunication systems. Firstly,

network operators presently dominate telecommu-

nication systems resulting in a highly vertically in-

tegrated architecture. The new framework should

attempt to define an architecture that allows a more

horizontal approach. In this regard, it is felt that

a tightly layered approach in which the functional-

ity of the layers are clearly defined will allow en-

trepreneurs to specialize in providing particular ser-

vices resulting in a more horizontal business model.

Secondly, there is also a requirement to be able to

define and manage non-overlapping networks on a

single hardware platform. Such a design would al-

low the development of city-wide or regional wire-

less networks which can be better tailored for rele-

vant users. This would also allow the deployment of

new technologies in a limited geographical environ-

ment making a more viable business by the grad-

ual deployment of services. Presently, large scale

national networks such as 3G must be deployed

at a national level. This requires a lot of expense

and thus can only be done by companies with deep

pockets. A major feature of the framework is the

ability to support network virtualization and parti-

tioning which can be used to define a virtual net-

work which is managed by a network operator and

can be viewed by a subset of an extensive hardware
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Figure 2: The Core Framework

platform.

Finally, we believe that in order to enhance the

new architecture, it is necessary to provide support

global service platforms. These platforms would al-

low services to be implemented and managed inde-

pendently. Currently, this is not possible as the de-

ployment of a given service must be done sequen-

tially on each individual network.

5 The Core Framework

The Core Framework is shown in Figure 2. The first

two levels of the Core Framework are similar in pur-

pose to the first two layers of the Peripheral Frame-

work, but while the Peripheral Framework speci-

fies software such as device-drivers in order to sup-

port a given network on a mobile node, in the Core

Framework these layers represent the specification

and software needed to run in the base station of a

given technology. The relationship of these layers in

the two frameworks is analogous to the specification

of Data Communication Equipment (DCE) such as

a modem and Data Terminal Equipment (DTE) def-

initions found in wired data communications. How-

ever in this case we look at specification from a

wireless and not a wired context. So the base-station

specification corresponds to the DCE while the mo-

bile node is analogous to the DTE end of the inter-

face.

The (Re)configurable Network Layer: this

layer provides a control plane for (re)configuring

networking resources in the core network. This

would include various network switching elements

such as mobile switching centres, gateway GPRS

support nodes and routers [HSBH03]. This inter-

face will also be used by the Vertical Handover

layer in the Peripheral Framework to obtain network

resources for a vertical handover before it occurs.

Network events as well as the configuration of new

resources to satisfy the QoS requirements may gen-

erate new reconfiguration needs in order to guar-

antee the stability of the whole system. Reconfig-

urable systems benefit greatly from the virtualiza-

tion of hardware components such that it is possible

to have a small number of virtual units, for exam-

ple, switchlets [dML97] or routelets. Though it is

clear that a lot of research has been done in this area

and some of it has found its way into commercial

products, what is missing is the opening up of these

interfaces [BLH+98] to hetnet devices. The drive

to open up these systems has not gone far enough

and without this it will not be possible to build net-

works that are different in scope and functionality

using the same hardware. This ability is necessary

for the next stage in network evolution [Laz97]. Of

course such an effort must be accompanied by the

required security framework to prevent hetnet de-

vices attempting to abuse of core networking re-

sources.

The Network Management Layer: This layer is

highly significant as it acts as a management plane

that uses the programmable network layer to bring

together various hardware and software components

to build enterprise class networks. Each network

will have an operator that controls it. To do this,

the layer must also provide Authentication, Access

Control, Accounting and Charging (AAAC) sys-

tems [RHKS01]. It must also support the use of pol-

icy mechanisms that would allow operators to dic-

tate which hardware components may be used on

their networks. The Policy Management Layer in

the Peripheral Framework can interact with the Net-

work Management Layer in the Core Framework to

help inform mobile nodes about network resources

to which it could have access on specific networks.

The Policy Management layer uses this informa-

tion to tell the Vertical Handover layer on the mo-

bile device about which network resources can be

obtained for a vertical handover. Since both the

Network Management Layer and the Policy Man-

agement layer have their own policies to follow, a

conflict resolution process should be carried out be-

tween them.

The Network Transport System: This layer

is about network addressing and transport mecha-

nisms in the core network. Currently TCP/IP is used

in the core network and we are of the opinion that it
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should continue to be used, though a move to IPv6

is necessary to add enhanced network capabilities

and integrate the various value-added technologies

into one core protocol.

The Network QoS Layer: This layer is respon-

sible for QoS issues within the core network. It

looks at how QoS may be defined and the mecha-

nisms used to establish and maintain QoS at differ-

ent points in the system [DS03]. With the failure of

IntServ [BCS94] and the slow deployment of Diff-

Serv [Gro02], a new model for handling QoS issues

is required. A lot of motivation for the development

of IntServ and DiffServ was the belief that the Inter-

net would soon be unable to deal with the huge in-

crease in traffic that would be spawned from its high

growth rate [HK00]. However what has happened is

that the core network has become faster, minimising

the threat of congestion in the core network. In ad-

dition, the development of heterogeneous wireless

networks means that there are more severe QoS is-

sues in the peripheral network than in the core net-

work. We therefore believe that QoS issues in the

core network should be approached from the net-

work level rather than from the application or de-

vice level. Hence, a novel approach is to develop a

QoS architecture based on the ability of peripheral

networks, rather than individual machines, to cal-

culate and specify their QoS requirements. These

networks will then negotiate with the core network

to obtain the required resources to meet their QoS

needs.

The Service Platform: The Service Platform al-

lows different agents to install and operate various

services in a secure and controlled fashion. The

service platform will provide the ability to install

services in component form on several networks si-

multaneously, or on a single network. This will

therefore allow the provision of both national and

regional services to be easily constructed, e.g. traf-

fic information in London would be a local service

accessible to networks operating in London. There

is enormous scope for such location-based services.

6 The Y-Comm Framework

In this section, we attempt to put the Peripheral

Framework and the Core Framework together to

represent a future telecommunications environment

which supports heterogeneous devices, disparate

networking technologies, network operators and

service providers. This is shown in Figure 3.

The two frameworks share a common base sub-

Figure 3: The Y-Comm Framework

system consisting of the hardware platform and net-

work abstraction layers. Both frameworks diverge

in terms of functionality but the corresponding lay-

ers interact to provide support for heterogeneous en-

vironments.

6.1 The Security Model for the Y-

Comm Architecture

It should be noted that security is not a layer in

the Y-Comm Architecture. This is because secu-

rity is needed on a number of levels in the architec-

ture. For the Peripheral and Core subsystems, we

describe three levels of security which need to be

present.

The first of these levels is called Network Ar-

chitecture Security or NAS. This concurs with the

security characteristics of a given network technol-

ogy and the security threats that ensue from the de-

ployment of such a technology. A good example is

the fact that wireless systems are inherently broad-

cast (over the air) so that security measures must

be taken with respect to the transmission of packets

compared to a wired systems. In Y-Comm, NAS al-

gorithms must be implemented in the Policy Man-

agement System within the Peripheral Framework

and in the Network Management Layer of the Core

Network Subsystem. It is necessary in the Policy

Management Layer because this layer decides when

and to which network a vertical handover should be

directed, hence it must be aware of the security risks

posed by each network. The Network Management

Layer must also implement security based the type

of technology being used in the Core network to

implement reconfigurable systems, e.g., MPLS or
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Figure 4: The Y-Comm Security Model

ATM as well as the algorithms to obtain access to

programmable hardware.

The second level security is applied at the Trans-

port Level and is concerned with the reachability

of, access to and communication with networks and

hetnet devices. This is defined as Network Trans-

port Security or NTS. In the Peripheral Frame-

work, NTS takes the form of NAT, firewalls, in-

trusion detection systems (IDS), etc. while in the

Core Framework, NTS takes the form of algorithms

that ensure secure transport through the core net-

work such as IPSec [DH03].

The third and final security level occurs at the

highest layer and is called the Service and Appli-

cation Security or SAS. For the Peripheral Frame-

work, SAS determines what access is given to appli-

cations to use resources on host machines or LAN

services. These will involve the use of authentica-

tion algorithms. For the Core network, SAS defines

which resources a service provider will be allowed

to access or control and on which networks the ser-

vice provider can install various services [39]. The

authors believe that in the Y-Comm architecture it

is necessary to have these three levels specified for

each subsystem to obtain complete security. The

unified architecture with its security levels is shown

in Figure 4.

7 Previous and Current Work

With regard to the Peripheral Framework, much

recent research in mobile networks has looked at

vertical handovers. This was also explored by the

development of the Cambridge Wireless Testbed

[CVS+04] which was built by the Computer Lab-

oratory, University of Cambridge. The testbed was

unique as it explored vertical handover in LAN,

WLAN and 3G networks. It pioneered the use of

client-based handover techniques [PM03]. In ad-

dition, the Cambridge testbed was used to look at

reactive mechanisms for policy management called

PROTON [VCP04]. This was implemented as a

three-layer subsystem. The lowest level was the

hardware execution layer, which performed the ac-

tual handover. The second layer was the policy

layer which allowed policies to be specified as rules

which were used to decide whether handover should

be initiated. The final layer was an input/output

layer which fed events and triggers into the policy

layer.

The efforts detailed above concentrated on the

layers 3 and 4 of the Peripheral Framework. Work

is also looking at defining the lower layers of this

framework. Recently, the IEEE convened the the

802.21 2 Working Group to examine the possibil-

ity of standardising the interface to different wire-

less MACs. In our view, this work can be used as

a prototype of the mobile-node side of the network

abstraction layer.

Recent work has been looking at developing

proactive management policies. At the University

of Cambridge algorithms for constructing coverage

maps of wireless networks such as WLAN, GPRS

and 3G throughout the city are being developed

[Cot07]. This will allow hetnet devices to ascertain

coverage at a particular location and predict han-

dovers accordingly. This is being carried out as part

of our wider work on wireless network provision for

vehicles [CD07]. Meanwhile, proactive systems-

based mathematical modelling is being pursued by

the Networking Research Group at Middlesex Uni-

versity [SLM06]. The aim is to find a simple and ef-

ficient way of calculating the Time Before Vertical

Handover (TBVH). Analytical models have been

developed and are being verified using simulations

in OPNET. A prototype model for providing sup-

port for QoS is also being developed [SLM05]. Fi-

nally, work has also begun to look at Network and

Transport protocols for the End Transport System

using the Plutarch Model [CHM+03].

In terms of the Core Framework, work has be-

gun to look at the (Re)configuration Layer. There

has been a careful review of the Programmable and

Active Network Research that was done in the late

2http://www.ieee802.org/21/
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1990s [Kou03]. The idea is to use this work as a

starting point to define a layer that can allow mo-

bile nodes to acquire the necessary resources to aid

client-based handovers. We are also beginning to

look at extending the work being done by the IEEE

802.21 Working Group to cover base-station func-

tionality.

Finally, the implementation of the Y-Comm ar-

chitecture involves the participation of many agents

and parties. It is therefore extremely important that

there are mechanisms to allow entities to acquire the

necessary information and resources to operate ef-

fectively. For example, to have an efficient vertical

handover will involve network operators, user pref-

erences, location and context information as well as

economic considerations. We are therefore looking

at the use of ontologies [BYBN07] to provide the

required functionality for managing these issues.

8 Conclusions and Future Work

This paper has proposed a new architecture called

the Y-Comm architecture which we believe can be

used to build future telecommunication networks

for heterogeneous networking.

With regard to future work, we would like to look

at network management, in particular, network vir-

tualization and partitioning techniques. This would

allow us to define and manage new networks based

on an extended hardware platform. After this, we

would like to look at layers 6 and 7 of the Core

Framework.

We recognize there are tremendous challenges in

trying to prototype the Y-Comm Framework and

therefore appeal to the networking research commu-

nity to engage seriously with this effort.
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