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Al)stract

This research investigates the performance of adaptive equalization and adaptive space-time
processing for fixed broadband wireless access systems (FBWA).

Firstly equalization for single-antenna FBWA systems is considered. Linear equalizer and
decision feedback equalizer (DFE) architectures are studied. Three types of tap-update
algorithms are considered for systems operating in the multi-channel multipoint distribution
services (MMDS) band, namely: (i) the least mean square (LMS) algorithm, (ii) the recursive
least square (RLS) algorithm and (iii) the recursive least square lattice (LSL) algorithm. The
equalization performance study shows the tradeoff between complexity and performance in
terms of probability of symbol error (Ps) and convergence time. The LSL algorithm is shown to
have a similar convergence time and Ps performance to the conventional RLS algorithm, but
with greatly reduced computational complexity. In particular the LSL algorithm is nearly 3
times less computationally complex than the RLS algorithm for the SUI-3 channel. Secondly the
performance of a space-time DFE trained with the LMS agorithm for the MMDS band is
investigated employing single user detection. The improvement in performance gained with the
use of multiple antennas at the base station (BS) is particularly demonstrated by the
achievement of low Ps at low SNR values. It is observed that the minimum mean sguare error
(MMSE) is significantly reduced as the number of BS antennasis increased. The MM SE values
achieved with 1, 2, 4 and 8 antennas are 1.2[10, 6.2[10°, 3.3(10° and 2.0010°° respectively for
the SUI-2 channel model with a SNR of 20dB.

The performance of space-time agorithms strongly depends upon the underlying channel
model. This research uses the Gaussian Wide Sense Stationary Uncorrelated Scatter (GWSSUS)
channel modelling approach to assess the performance of the proposed systems. A closed form
expression for the cross-correlation coefficient pis derived, which allows easy evaluation of the
cross-correlation of the fading envel opes when a strong specular component (i.e. Rician fading)
iS present.

Many space-time equalization algorithms require a good estimate of the channel impulse
response. Additional when FBWA systems are considered, low complexity is another design
goal. Therefore a new low complexity cross-correlation based channel estimation method,
which is based on cyclicaly shifting optimal sounding sequences to generate a set of zero
correlation zone (ZCZ) sequences is proposed. With the proposed sequences one correlator is
capable of estimating up to M SDMA/TDMA user channels. It is shown that the proposed cross-
correlation channel estimation has the same performance than a full-rank maximum likelihood
(FR-ML) channel estimation.

In addition to the performance study of standard adaptive time-domain and space-time adaptive
equalizers, a novel multi-user space division multiple access (SDMA)/time division multiple
access (TDMA) approach is presented. This approach combines adaptive filtering with
successive interference cancellation (SIC). The space-time DFEs are either trained with the
LMS algorithm or the RLS algorithm. The proposed SDMA/TDMA FBWA architecture
consists of single antenna subscriber units (SUs) and BSs with multiple antennas. The
architecture and training algorithms are of low computational complexity and are therefore a
good candidate for FBWA systems. The performance of the proposed architecture is
investigated for a number of different FBWA channels and BS antenna array configurations.
Additionally the effect of symbol error propagation through the successive space-time DFE
stages is studied and its implications are discussed. Finally the proposed combined space-time
DFE/SIC system is compared with a MIMO DFE. For this purpose both systems are trained
with the RLS algorithm. It is shown that the proposed combined space-time DFE/SIC system
has a superior Ps performance to that of the MIMO DFE system.
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pdf
i.i.d.

N(,07)
U(u,0°)
R(B)

(@)
O(N)

small bold face |etters denote vectors

capital bold face |etters denote matrices

probability density function
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azimuth
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‘2

) ; m n
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i=1j=1

length of vector a, i.e. [af =vasa
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the number of components of the vector x and n=1...N
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-I-I‘

denotes cyclical shift to the left by r places
the circumflex denotes an estimated quantity, i.e. y is estimated transmitted symbol

known quantity, i.e. y is transmitted symbol
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Chapter 1

Introduction

Fixed Broadband Wireless Access (FBWA) systems have received much interest recently. They
provide an elegant solution to the ‘last mile’ problem. FBWA systems use microwave
frequencies to provide high speed data and multimedia services. Fig. 1-1 depicts a typical
FBWA deployment.

Currently a number of such systems are on the market. Whereas some systems integrate
different services like telephony, data, video and internet services, other FBWA systems
concentrate solely on one service. Most FBWA systems at the moment do not support mobility,
although portability is supported. FBWA has attractive features such as ease and speed of
deployment, fast revenue, low infrastructure cost and flexibility in changing and deploying
subscriber units (SU) compared to other access technologies.

In order to compete with wireline technologies, FBWA systems must support comparable data
rates. One major obstacle in achieving high data rates are the effects that the radio channel
introduces. Radio links have higher bit error rates (BER) compared to wireline systems and
further are susceptible to a number of interferences, namely intersymbol interference (I1Sl), co-
channel interference (CCI), multi-access interference (MAI) and interference from other
systems that operate in the same frequency band.

ISl is caused by the dispersive nature of the channel. The delay spread associated with FBWA
radio channels is particularly detrimental when high data rates (L00MB/s and above) and
non-line of sight operation (NLOS) are considered. NLOS channels exhibit far more severe ISl
than line of sight (LOS) channels. In order to combat 1Sl the receiver has to use some form of
equalization.

It is CCI that limits the capacity of a FBWA network employing a cellular style of frequency
re-use. In order to increase the capacity, the cell size and therefore the re-use distance has to be
decreased. However this leads to additional CCI, which is very detrimental, since it has the
same frequency as the wanted user signal. CCl suppression can be achieved if multiple antennas
(space diversity) are employed.

MAI is caused by the multi-access method. In time division multiple access (TDMA) and
frequency division multiple access (FDMA), MAI is caused by bandwidth limitations of receive

! The ‘last mile’ means the connection from the service provider to the customer (e.g. residential homes)
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and transmit filters and is commonly known in this context as adjacent channel interference. In
code division multiple access (CDMA), MAI is caused by non-ideal code orthogonality.

In order to increase the capacity and the data rate of FBWA systems, methods are needed, both
at the physical and the system level to combat these interferences. Equalization is the primary
physical layer technique used to combat these performance limiting interferences. Time-domain
equalization deals with ISI, whereas the extension of time-domain equalizers into the spatial
domain, known as space-time equalizers [Ariya99, Lind99] and multiple-input multiple-output
(MIMO) equalizers [Duel92, Tide99, Al-Dha00] are capable of suppressing I1SI, CCl and MAI.
The majority of the available processing power is consumed by the equalizer in FBWA systems
and so efficient algorithms with good performance are proposed in this work.

The treatment of interference from other systems operating in the same band is outside the
scope of this study. The institute of electrical and electronics engineers (IEEE) co-existence
workgroup is currently investigating this issue [|EEE8022].

e

subscriber
antenna

0oof
0ogg
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0oof
0ogg
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Fig. 1-1: FBWA deployment scenario
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1.1 Standardization and frequency bands

Standardization of FBWA networks is carried out by various organizations (IEEE 802.16, ETSI
BRAN HIPERMAN, ITU-R). The following frequency bands have been identified as being the
most suitable for such fixed broadband wirel ess access systems:

* LMDS/LMCS (29 GHz)

« MMDS (2.5GHz)

e UNII (5GHz)

* and 3.5GHzin Europe
The local multipoint distribution service/local multipoint communication systems
(LMDS/LMCS) band offers huge bandwidth, but radio frequency (RF) devices are expensive at
such high frequencies. Research in these bands has shown that multipath can be successfully
combated with relatively basic equalization architectures and highly directional antennas
[Falc99]. Further, these systems rely mainly on LOS propagation. The bands at lower
frequencies are expected to exhibit more detrimental multipath, but are less susceptible to rain
attenuation. Furthermore the unlicensed national information infrastructure (UNII) band is an
unlicensed band and restrictions to transmitted power levels are tight. Thiswork concentrates on
the multi-channel multipoint distribution services (MMDS) band. This is primarily because
equalization for LMDS/LMCS systems has been shown to be relatively simple due to the low
delay spread [Falc99], and secondly because channel models and propagation measurements for
the UNII band are not available at this time. For the MM DS band, channel models are available
and propagation measurements have been performed. Equalization is still one of the major
obstacles to be overcomein MMDS systems.

1.2 Last mile prol)lem

Despite improvements already made in the capacity of the internet backbone, the access
network remains a bottleneck. The situation of access networks compared to backbone networks
is quite different. The ever increasing data traffic on the backbone network has led to sustained
progress in switching and carrier technology and so expensive and high performance equipment
is used. This is because in backbone networks the resource is shared among a large number of
users, whereas in the case of access networks only a relatively small number of users share the
resource. Thus more money is available for the backbone, whereas in the case of access
networks low cost solutions are required.

In order to harvest the possibilities offered by advanced internet technologies, fast access is
necessary. FBWA is such a technology, which is capable of solving thisimbalance. FBWA has
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certain unique features compared to other broadband access technologies, which will be
described in the next section.

1.3 Broadband access technologies

Due to the enormous growth in popularity of the Internet and multimedia services, residential
customers demand higher data rates than the traditional analogue modem can offer.

Most people access the internet at home via a telephone line and a modem. Ordinary modems,
even V.90 devices rated at 56.6kb/s, are not sufficient for today’s data communication needs.
Users who want to download large files (image, audio) get frustrated by the long delays, and
streaming video is not feasible.

The so caled ‘last mile' is dtill a bottleneck in realising fast internet access with modern
technologies. Consequently there is a great need for fast broadband access. Various types of
broadband access, namely: digital subscriber line (DSL), cable modem, fibre, satellite, FBWA
areillustrated in Fig. 1-2.

Fig. 1-2: Broadband access technologies
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In the following sections, different technologies for high data rates in ‘the last mile' are
reviewed, with the exception of voice-band analogue modem technology. Analogue voice-band

modems are not considered, since their potential to deliver higher data rates has been exhausted.

1.3.1 Digital subscriber line

Digital subscriber line (DSL) techniques utilise the existing telephone copper lines for
high-speed communication. DSL techniques for example include high bit rate DSL (HDSL),
asymmetric digital subscriber line (ADSL) and very high bit rate DSL (VDSL).

According to [Dut99] ADSL can offer data rates up to 768kb/s in the uplink and 6-8Mb/sin the
downlink depending on the length and the condition of the local loop. DSL technologies coexist
with the telephone service on a twisted pair copper wire, consequently it is usual to employ a
plain old telephone service (POTS) splitter comprising a highpass and lowpass filter [Chen98]
at the customer premises. Sophisticated modulation schemes are employed for DSL to
overcome the impairments of the twisted pair channel.

The capacity of DSL systems is limited by crosstalk noise. Near-end crosstalk (NEXT) is
usually dominant compared to far-end crosstalk (FEXT) [Chen98]. Although, additive white
Gaussian nhoise (AWGN) is present, NEXT is usualy the dominant noise impairment in DSL
channels.

The next step in the DSL market is VDSL. VDSL modems are targeted to feed data at about
53MDb/s over a range of 300m [Pap99]. The data rates achievable by all DSL systems strongly
depends on the condition of the telephone lines and the transmission distance. Therefore the
datarate can vary to a high degree: assuming 30MHz bandwidth and aloop length of only 500m
the theoretical capacity could be 110 Mb/s with an efficiency of approximately 3.7 b/s/Hz.
However the same calculation with a loop length of 1400m leads to only 20Mb/s and an
efficiency of only 0.7 b/s/Hz [Pap99].

The clear advantage of DSL is that the investment in installing this system is very low, since
copper cables are already connecting most homes. Further, the bandwidth can be varied over a
wide range to suit business and private demand.

The main drawback of DSL technologiesisthat it can be only used for short distances, typically
up to afew kilometres. However in rural areas, copper lines often span much greater distances.
Although the low costs of the digital subscriber loop makes it very attractive, the marked
dependency of the date rate upon the quality and the length of the copper cable is a major
drawback.
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1.3.2 Cable modem

Cable modems can usually use a variety of cables from all-coaxial to hybrid fibre/coax systems.
The interest in these technologies is demonstrated by the fact that in the US many major
telecommunication companies are buying cable companies. However cable TV is designed
intentionally for broadcasting and not for full duplex operation. Therefore one-way cable
television systems must be upgraded into modern two-way networks to support advanced
communications services, which is a technically-complex and capital-intensive proposition.
Therefore the upstream path is often realized over the POTS. This is acceptable for
asynchronous Internet traffic, where the downlink traffic exceeds the uplink traffic, but for
future multimedia networks, which will support different services such as data, voice, video and
audio, the uplink will become a bottleneck.

Today, commercial cable modems offer data rates up to 512kb/s. Dutta-Roy says that
realistically cable modems are capable of delivering 200kb/s to 2Mb/s upstream and about
10Mb/s downstream [Dut99]. Although, the downlink speed exceeds that of ADSL, one has to
note that the link is shared between many users and contention will cause the data-rate to
plunge.

1.3.3 thical fibre networks

Although it was the first approach used to deliver high speed internet access, fibre never reached
the residential customer because of the high investment required to build up a fibre
infrastructure. Upgrading the local loop plant to a purely optical fibre infrastructure is not seen
as being an economically viable solution in the near term [Dut99]. Optical fibre networks are
therefore mainly used for backbones and not for the last mile. However very high data rates can
be achieved with fibre, and optical fibre networks are immune to electromagnetic interference.
WDM transmission systems with a capacity of 40Gb/s are now being introduced, particularly in
North America [Y0s99]. Still the capacity to handle future demands on the backbone may be
much higher than this. In todays backbone networks, electronic processing is done at every
node. Y oshimura predicts in his paper that in the future, electronic processing will be removed
from the core network and instead photonic networks will be deployed using direct optical
connections [Y0s99]. Electronic processing, if used, will be performed only in the edge
network.

It is seen that optical networks have great potential for high-speed backbone networks, however
their deployment to the residential customers will not be seen in the near future, because of the
high costs involved.
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1.3.4 Satellite

Another way of delivering high-speed Internet access to the home is via satellite networks. The
“DirectPC” service from Hughes Network Systems for example currently offers 400kb/s
downlink via a KU-band satellite link and 56kb/s uplink via a terrestrial telephone line [Dut99,
Evans01]. Broadband Satellite systems offer another interesting approach to solve the last mile
issue. However the investments in the infrastructure can be immense and the latency of GEO
stationary satellite links is excessive. Another drawback is that although the downlink usually

has a high capacity, the uplink is often realised with an analogue modem connection [Dut99].

1.3.5 Fixed broadband wireless access

FBWA is often seen by many as a niche technology. However certain systems can provide a
data rate of up to 25Mb/s downstream [ADAP99]. For example the ‘AB-Access system
provides Internet access at 25 Mb/s. Note that 25 Mb/s is the gross bit rate (not including
overhead due to synchronization and equalization) and is shared among up to 254 users, so each
user’s data-rate will go down respectively. The network manager can set a minimum throughput
threshold, e.g. 384kb/s for residential and small businesses and 1.5Mb/s for medium and large
businesses. Note, this minimum threshold is guaranteed, however the actual data-rate can be far
in excess of that.

Fixed wireless broadband access systems can be implemented with less effort, faster and more
cheaply than with wired technologies. Therefore, it is the technology of choice for rural areas or
areas with a bad telecommunication infrastructure or where new operators wish to compete with
an incumbent operator. The major obstacle in wireless access is that the channel is more hostile,
and consequently the signal processing task is immense. However there are clear advantages in
using wireless access methodologies instead of wired ones. A wireless system can be more
easily maintained and provides rapid provisioning.

A number of solutions for broadband network access have been discussed. Each system has
certain limitations and certain unique advantages. However, it is unlikely that in the future only
one technology will dominate the access market. Rather all of them will play an important role,
and systems may be designed where more than one technology is used, e.g. hybrid satellite

microwave radio systems may evolve.
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1.4 The unique possi]oilities FBWA can offer.

Portability is a unique feature of the wireless alternative. It would be possible for example to sit
on a bench in Regents Park surfing the Internet and/or check your emails during your lunch
break.

Third world countries do not have the resources to instal a wired infrastructure for internet
access. However awireless internet access network will be more cost effective and feasible for
these countries. A similar trend can aready be observed in those countries with the telephone
service: These countries often have a wireless telephone system and a significant proportion of
the population has mobiles.

FBWA aso offers an interesting business model for small business to gain access to the internet
access market without a major initial investment. With FBWA systems costs are incremental
and no full-blown wired access network is necessary to commence service.

Ancther example, which would benefit from a FBWA system, would be marketing campaigns
or remote TV shows, which need fast internet access to either respond to emails and/or for live
broadcasting of the show on the internet. Wireless has the unique advantage that no cabling is
necessary and setting up the information infrastructure will be fast and cost effective for such

portable short-term solutions.

1.5 Chaﬂenges of FBWA system design

Complexity is a magjor challenge in FBWA systems. FBWA has much faster data-rates than
current mobile phone systems and so low complexity algorithms and architectures with good
performance are needed. The high symbol rates required and the dispersive nature of the FBWA
channel makes this a difficult task.

Very high throughput and very high capacity is required to make FBWA competitive compared
to their wireline counterparts. Multiple element antenna (MEA) techniques offer a solution to
this problem. MEASs and space-time processing is investigated here to evaluate the advantages
of installing multiple antennas at the base station (BS).

Another challenge is to deliver avery low BER (of the order of 10°) in order to guarantee alow
packet error rate. Such low BERs are required for reliable data transfer. This could lead to a
substantial signal to noise ratio (SNR) requirement at the receiver and therefore limit the cell
size. Again MEA techniques can offer a solution.

Low latency is another requirement. The latency should be comparable to DSL. The equalizer
convergence time strongly influences the latency and hence fast converging equalizer tap
update algorithms with low complexity are required for FBWA systems. Thus, convergence
speed is another important design goal for bandwidth efficient FBWA systems. The length of
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the training sequence is in essence wasted bandwidth. However, there is the trade-off between
fast convergence and complexity, which has to be evaluated for FBWA propagation

environments.

1.6 Motivation

Current single-carrier FBWA systems use single antennas at the SU and the BS. The next step
in FBWA will be the use of MEAs at the BS to combat fading, to suppress CCI and/or to enable
space division multiple access (SDMA).

Further, equalization is a problem owing to its complexity. The equalizer is an integral part of
the physical layer of these systems. Owing to complexity issues more simple, but less powerful
equalization methods are used.

The main theme of this research is to propose computationally efficient yet powerful
equalization techniques for FBWA systems, baoth in the time-domain (traditional equalization)
and in the space-time domain (space-time processing) via the introduction of MEAs at the BS.
Efficient implementations are explored to show that sufficiently effective equalization methods
can be employed while achieving reasonable complexity for FBWA systems.

Equalization for FBWA in the time-domain only and also equalization in both space and time
domains, known as space-time processing or space-time equalization are investigated. First,
investigations are conducted to determine the equalization approach that is most suitable for
FBWA systems and secondly the possibilities offered by the use of MEAs at the BS are
investigated. In this context a novel FBWA system based on MEAs at the BS is proposed,
which is capable of either single-user detection or multi-user detection.

1.7 Novel achievements

In summary the following new achievements are presented in this thesis:
1. A closed-form expression for the fading envelope correlation coefficient using the
Gaussian wide sense stationary uncorrelated scatterer (GWSSUS) channel model for
Rician-fading — chapter 3

2. An equaizer performance study for MMDS fixed broadband wireless access systems
(study of recursive least square (RLS), least mean square (LMS) and lattice algorithms
for the MM DS band) — chapter 4

3. A Low-complexity cross-correlation channel estimator using only one correlator per
antenna branch — chapter 5
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4. A Multi-user detection SDMA/TDMA fixed broadband wireless access system using a
space-time decision feedback equalizer (DFE) combined with successive interference

canceling (SIC) — chapter 6

1. Fading envelope correlation coefficient

Based on theoretical derivations from Asztély [Aszt96] and Abdi [AbdiO2] a closed-form
expression is derived, which allows easy evaluation of the space-time correlation between
fading envelopes using the GWSSUS channel model. A closed-form expression can be obtained
when using Asztély’s trigonometric approximation. This approximation is accurate up to a
direction of arrival (DOA) spread of approximately 40° as demonstrated through numerical
evaluation of the integral in the cross-correlation coefficient equation versus the closed-form
expression. Asztely addressed Rayleigh fading only and Abdi developed a general framework
for calculating the cross-correlation between fading envelopes for Rician fading, but did not
consider the GWSSUS channel model. Combining the two approaches permits the
cross-correlation between the fading envelopes when a strong specular component is present
(i.e. Rician fading) to be calculated. Further, a closed-form expression is derived for 3D
propagation (horizontal and vertical wave propagation).

2. Equalization performance study for the MM DS band

Processing complexity is a major bottleneck in FBWA. FBWA channels are slowly changing
and usually short packet based burst-mode communication is employed. Consequently the
channel can be considered constant (i.e. very slow Doppler fading) over the duration of one
burst. However the delay spread of such channels can be severe. Single-carrier FBWA systems
must therefore use an equalizer to combat the intersymbol interference (1SI) introduced by the
dispersive fading channel. An equalizer performance study was therefore carried out to identify
the most suitable equalizer architecture and algorithm for single-antenna FBWA systems.
Maximum likelihood sequence estimation (ML SE) (e.g. implemented via the Viterbi agorithm)
and Bayesian equalization approaches were eliminated from this study owing to their
complexity. The study presented here concentrates on symbol based adaptive equalization
algorithms using the LMS and RLS algorithm, as well as a fast lattice RLS algorithm (RLS
algorithms with linear increasing complexity). It is shown that the least square lattice algorithm

and architecture offers worthwhile complexity performance trade-off.

3. Channel estimation
From this point in the research onwards, the introduction of an antenna array at the BS is
considered. This means that the BS is equipped with multiple antennas and the SU with asingle

antenna. Individual SUs may transmit at the same time and at the same frequency if multi-user
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detection is employed. Space-time processing at the BS offers an interesting solution to combat
the detrimental effects induced by the FBWA channel. Installing a MEA at the BS will be the
first step to achieve higher capacity and give resilience to fading in future FBWA systems. A
MEA at the BS improves the wireless link quality through receive diversity and antenna gain
and further enables SDMA on the uplink. Multi-user communication on the same frequency
channel and at the same time dot in the uplink (i.e. SDMA) is the key to improving the
throughput of future FBWA systems.

Space-time adaptive algorithms at the BS typically require a good channel estimate. Further a
channel estimate is also required, when considering successive interference canceling (see point
4). A low complexity channel estimation method is proposed, which requires only one
correlator per antenna branch to estimate up to M SDMA user channels. This cross-correlation
based channel estimation technique can also be used for packet synchronization. The heart of
the proposed channel estimation method is the training sequence design. The sequence set is
constructed by cyclically shifting complex optimal training sequences originally proposed by
Ng [Ng98a]. Simulations show that the suggested method has very similar performance to

full-rank maximum likelihood channel estimation, however it requires no matrix inversion.

4. Multi-user detection using a space-time DFE combined with SIC

Finally a completely new FBWA system (chapter 6) is proposed, which applies the previous
channel estimation technique (chapter 5) to a detector employing a combination of a space-time
DFE and SIC. The system uses the GWSSUS channel model (chapter 3) to assess the
performance under realistic conditions. The performance of the proposed system is shown in
terms of convergence speed and probability of symbol error (Ps). The space-time DFE in this
research is trained with the LMS algorithm and/or with the RLS algorithm. It is shown that SIC
improves the Ps of the weaker user towards that of the Ps of the stronger user. However the Ps
of the weaker user reaches an irreducible level owing to error propagation through the SIC
stages. This effect isinvestigated and it is seen that amost all symbol errors caused in the first
stage propagate through to the final stage. It is shown that space-time processing at the BS
enables a significant performance gain in terms of Ps performance. Furthermore it allows the
use of SDMA, which leads to alinear increase in throughput for every antenna added at the BS.
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1.8 Overview

chapter 2 - State of the art equalization and space-time processing for high data-rate wireless
systems

Chapter 2 reviews equalization for high data rate wireless systems. Standard time-domain
equalization architectures and tap-update algorithms are described. Further, hardware efficient
implementation and complexity reduction techniques are discussed. Space-time equalization
methods are also reviewed and it is shown that a space-time equalizer can be considered as an
extension of atime-domain only equalizer into the spatial domain.

chapter 3 - Channel modelling for space-time processing in the uplink

Chapter 3 gives background information on spatial channel modelling and channel modelling
for FBWA environments. Also new closed-form expressions for the fading cross-correlation in
the case of Rician fading when employing the GWSSUS channel model are presented. These
closed-form expressions for 2D (horizontal) and 3D (horizontal and vertical) wave propagation
can be evaluated much more quickly than a numerical evaluation of the associated integral
equations. Especially in case of 3D wave propagation the speed-up is significant. The closed-
form expressions are based on trigonometric approximations, which are valid for BS reception.
However, for reception at the SU it islikely that alarger DOA spread will be encountered and
the proposed closed-form expressions will not be sufficiently accurate. In this case numerical

evaluation of the integral equations is necessary.

chapter 4 - Equalization Requirement Study for MMDS fixed broadband wireless access
systems

This chapter investigates different equalization algorithms and architectures for single carrier
single antenna FBWA systems. Both linear equalizer (LE) and DFE architectures are used. The
LMS, RLSor least square lattice (L SL) algorithms are employed for updating the equalizer taps.
Specificaly it is shown that the LSL algorithm offers an interesting performance complexity
trade-off for FBWA systems.

chapter 5 - Low complexity channel estimation for fixed broadband wirel ess access systems

In Chapter 5 a novel low complex channel estimation technique is presented. The method
reguires only one correlator per antenna branch to estimate up to M SDMA user channels. The
key innovation is the method used to construct the training sequence set. The training sequence
set selected is a zero correlation zone (ZCZ) sequence set, which is constructed by cyclically

shifting complex optimal training sequences.
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chapter 6 - Space-time processing in the uplink for fixed broadband wireless access

Chapter 6 uses the GWSSUS channel model of chapter 4 and the computationally efficient
channel estimation method of chapter 5 in conjunction with a space-time DFE combined with
successive interference cancelling (SIC) to form a new FBWA system. The proposed system is
capable of either single-user or multi-user detection. Depending on the environment the network
operator could configure the system accordingly. The effects of error propagation in the

successive detection stages are a so investigated.

chapter 7 — Conclusions
In chapter 7 conclusions are drawn and the main findingsin this thesis are summarized.

chapter 8 — Future work

Chapter 8 is devoted to future work. Potential research activities are discussed and the extension
of the ideas presented in this thesis to MIMO systems is proposed. Space-time processing and
multiple antennas at the BS and at the SU (i.e., aMIMO system) have the capahility to solve the
capacity bottleneck. Highlighted areas include space-time equalization techniques and channel
estimation for MIMO channels.

Chapter 1 - Introduction 13



Equalization and Space-Time Processing for Fixed Broadband Wireless Access Systems

Chapter 2
State of the Art Equalization and Space-Time
Processing for High Data-Rate Wireless

Systems

Adaptive equalization has been an active area of research for many years. It started with the
invention of the zero forcing (ZF) equalizer by Lucky in 1965 [Luck65, Luck66]. Lucky’s
equalizer is based on the peak distortion criterion. Lucky also introduced decision-directed
learning [Luck66] to train an adaptive equalizer. The decision directed mode is also able to track
channel variations. Later on it was seen that the ZF equalizer isinferior to equalizers based on
the mean square error (MSE) criterion in terms of noise enhancement. A celebrated adaptive
algorithm for tuning an equalizer based on the MSE criterion is known as the LMS algorithm
[Wid66]. The LMS algorithm belongs to the family of stochastic gradient algorithms. Widrow
later applied the LM S algorithm to adaptive antenna arrays [Wid67]. An adaptive antenna array
using beamforming can be viewed as a spatial equalizer. Unfortunately the LMS algorithm’s
convergence behaviour strongly depends on the eigenvalue spread of the correlation matrix of
the input samples. Many variants of the original LMS algorithm exist, for example the
normalized LMS agorithm [Nagu67, Albert67, Bitm80]. The normalized LMS algorithm has
advantages compared to the original LMS algorithm in terms of gradient noise amplification
and convergence rate. Although, the original version of the LMS and ZF algorithm are applied
only to alinear transversal equalizer (LE), these algorithms can also be applied to a DFE. The
DFE proposed by Austin [Aus67] uses decision-feedback to cancel the interference from
previously detected symbols. The DFE outperforms the LE in the presence of spectral nullsin
the channel.

Godard [Goda74] applied Kalman filter theory to the problem of setting the tap values of a
transversal equalizer. In this work he treated the growing memory recursive least-square
problem in a stochastic state-space framework. Later on it was recognized by Sayed and Kailath
[Say94], that the RLS algorithm [Hay96] can be derived from Kalman theory, which lead to a
correspondence between Kalman variables and RLS variables. The main advantage of the RLS
algorithm [Hay96] compared to the LMS algorithm is that it is relatively insensitive to the

eigenvalue spread of the correlation matrix of the input samples and so converges faster.
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However, the main problem of the RLS algorithm is that the complexity is proportional to N,
where N is the number of taps in the equalizer. Therefore research has been devoted into finding
new RLS algorithms that exhibiting a linear increase in complexity with the number of taps,
leading to so called fast RLS agorithms. Falconer and Liung proposed the fast RLS Kalman
algorithm in [Falc78] and later Ling and Proakis proposed the least square lattice DFE in
[Ling85]. Also square-root RLS algorithms have been proposed [Say94, Hay96], which show
better numerical stability than the standard RLS algorithm. A good tutorial review of these early
adaptive equalization methodsis given in [Qure85].

Another class of equalizers utilises a sequence-based method known as maximum likelihood
sequence estimation (MLSE). Full MLSE is very complex, but using a dynamic programming
technique known as the Viterbi algorithm [Vit67] allows a reduction in complexity, since only a
fraction of al possible input sequences needs to be considered. The Viterbi algorithm was
originally used for decoding convolutional codes. Only a few years later, Forney [Forn72]
applied the ML SE viathe Viterbi agorithm to the problem of signal detection in the presence of
1S

In the following four paragraphs various equalization approaches, which were not considered in
this work are summarized. Bayesian equalizers and MLSE implemented via the Viterbi
algorithm are not considered here owing to their computational complexity. For FBWA
channels in which the ISl spans many symbols, these probabilistic algorithms become
impractical due to an exponential growth in computational complexity. The complexity
trade-off can clearly be seen by considering a numerical example. For example, assuming the
Stanford University (SUI)-3 channel (see Chapter 3, section 3.2), quadrature phase shift keying
(QPSK) modulation at 5MS/s and root raised cosine (RRC) filtering at the transmitter and
receiver with aroll-off factor of 0.35, the combined impul se response of transmit RRC, channel
and receive RRC spans 15 symbol periods. Further the DFE architecture of chapter 4 for this
scenario employs 16 feedforward (FF) taps and 12 feedback (FB) taps with a decision delay of
11 symbol periods. The computational complexity per iteration for the named equalizers is
shown in Table 2-1: the DFE trained with the LMS agorithm (LM SDFE) [Hay96], the DFE
trained with the RLS agorithm (RLSDFE) [Hay96], the decision feedback lattice equalizer
trained with the LSL algorithm (LSLDFE) [Ling85], the Bayesian DFE [Chen93, Chen95a,
Mulg96] and the ML SE implemented via the Viterbi algorithm [Qure85].
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algorithm operations per iteration in numbers
LMSDFE 2:Ntaps+1 57
RLSDFE 2.5-Ntaps”+4.5-Ntaps 2086
LSLDFE 18-FF+39-FB-39 717
Bayesian DFE o(s™ 16.78E6
MLSE viathe Viterbi algorithm o(s™ 268E6
where: Ntaps = total number of taps

FF = number of taps of the feedforward filter

FB = number of taps of the feedback filter

S= alphabet size of the transmitted symbols, e.g. QPSK: S=4
d = decision delay

L = channel span in symbol periods
Table 2-1: computational complexity of different equalization structures

However, to increase the bit rate some FBWA systems will offer high-order modulation
schemes such as quadrature amplitude modulation (QAM) (e.g. 64-QAM). Clearly in this
situation the complexity of the Bayesian equalizer and the MLSE will grow enormoudly. In
contrast the complexity of the conventional DFE stays more or less the same for high-order
modulation schemes. The enormous increase in complexity of the Bayesian DFE with S is
however dwarfed by that expected by the MLSE using the Viterbi algorithm. The Bayesian
equalizer (also known as the MAP symbol-by-symbol equalizer) is the optimum
symbol-by-symbol equalizer structure without decision feedback [Abend70], whereas the
optimum sequence based equalization method is the MLSE. Interestingly the Bayesian DFE has
a reduced complexity compared with a conventional Bayesian equalizer without decision
feedback. Thisis achieved by reducing the number of states which have to be considered in the
evaluation of the Bayesian decision function. For stationary channels, Chen [Chen93] showed
that the optimum equalization performance in terms of symbol error rate is achieved with the
MLSE, followed by the Bayesian DFE and then the conventional DFE. Very surprisingly, this
changes with rapidly time-varying channels. In this case the Bayesian DFE can outperform the
ML SE [Chen954].

Also blind equalization will not be considered in this thesis and only training based methods are
employed. Blind equalization methods often require much longer to converge than training
based methods [Goda80, Chen95b]. In [GodaB0] it is observed via computer simulations that
Godard's blind algorithm needs 10000-20000 iterations to converge. Blind approaches require
long processing times and suffer from poor robustness [Sell99b]. Thus blind equalization is not
the preferred choice for high-rate FBWA systems.
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Linear optimum filtering (i.e. Wiener filters) [Hay96] requires the inverse of the correlation
matrix of the tap inputs to be calculated. The computational complexity of a matrix inversion is
of O(N®), where N is the dimension of the matrix [Press92] and is therefore also not considered
in this work. Recursive approaches based on either the LMS or RLS offer a less complex
solution.

Adaptive equalization methods using the LMS algorithm [Hay96], the RL S algorithm [Hay96]
and the recursive least square lattice (LSL) algorithm [Ling85] are however considered in this
work. The equalizer architecture employed is either the linear equalizer or the conventional
DFE. The theory regarding egualizer tuning agorithms and architectures will be reviewed later
in this chapter. First, the equalization architectures studied in this chapter are reviewed.
Following the consideration of time domain equalization in section 2.1, the extension to the
spatial domain, known as space-time equalization is treated in sections 2.1.3 and 2.1.4. The
optimum tap settings are discussed in section 2.2 and equalizer tuning algorithms appropriate
for the FBWA system under consideration in this thesis are reviewed. Important topics with
respect to equalization for FBWA systems include complexity reduction techniques,
equalization methods for high data rate systems and space-time techniques for FBWA systems.
Space-time equalization is used in conjunction with multiple antennas at the BS with the aim of
improving the receive signal quality compared with a single antenna system. Furthermore,
MEAs enable CCI suppression and SDMA at the BS. Receiver algorithms and architectures
suitable for space-time processing in the FBWA uplink are reviewed. Finaly space-time

processing techniques appropriate for the downlink are discussed.

2.1 E qualiZer Architectures

2.1.1 Linear EqualiZer and DFE

Fig. 2-1 shows a linear transversal equalizer (LE) and a DFE in the direct form using finite
impul se response (FIR) filters. The feedforward filter (FFF) section of the DFE isidentical to a
LE as depicted in Fig. 2-1. The only non-linear part in the DFE is the slicer or decision device.
The idea behind the DFE is that the feedback filter (FBF) removes ISl caused by previously
detected symbols. The pre-dlicer data can be expressed as:

2k)= 3 x(k=i)owy - DZ Y((k=1)~i) vy, (2.1)

where: Ny = number of feedforward taps
Np = number of feedback taps
w;, = feedforward coefficients
Wy, = feedback coefficients
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9(k) = equalizer output at time k

x(K) = feedforward filter tap input vector
The decision device maps the pre-slicer data to the nearest constellation point. The constellation
depends on the modulation used. For binary modulation and QPSK modulation the slicer can be
realized without an automatic gain control (AGC), however higher order modulation schemes
such as 64-QAM require an AGC circuit.

r N

x(k) J o J o J linear equalizer
W o W1 Wi 2 Vi3 Slicer ~
z(k) y(k)
| T ——@® o .
|
| 2 |
g g W, w
decision feedback equalizer b1 b.0
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Fig. 2-1: LE and DFE

The input to the LE and DFE are the received symbols x(k). The LE and DFE make memoryless
decisions on a symbol-by-symbol basis. Both the LE and DFE can be trained using a variety of
adaptive algorithms, e.g. LMS and RLS. The DFE is a good candidate for high-speed wireless
data networks, e.g. high performance radio local area network (HIPERLAN) and is used
extensively in this work, since it offers a good performance complexity trade-off. The main
problem with the LE isits poor performance in presence of spectral nullsin the channel.

Here, all equalizer taps are symbol spaced. Both LE and DFE can also be realized with
fractionally spaced taps [Pro91]. This may lead to improved performance at the cost of
computational complexity. Unfortunately DFEs suffer from error propagation. This effect
occurs when the dlicer makes incorrect decisions and then these propagate through the FBF.

In theory one could realize the LE and DFE with IR filters, however stability is then no longer
guaranteed. On the other hand using lattice filters leads to an interesting computationally
efficient architecture.
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2.1.2 Lattice DFE

Fig. 2-2 shows the LSLDFE. The feedback section for the lattice structure is realized with N2-1
two-channel lattice stages. Preceeding the two-channel |attice stages are N1-N2 single channel
lattice stages. This LSLDFE architecture was proposed by Ling and Proakis [Ling85] and it
removes the requirement to have the same number of stages in each channel imposed by the
previously proposed least square lattice algorithm [Lee81].

transitional
lattice stage

N1- N2 single channel lattice stages N2-1 multi channel lattice stages

M+1 N1-1

x(k)

training mode (k) 4°><

decision directed
mode

k) —o

Fig. 2-2: LS. DFE

The main advantage of the LSLDFE is that its complexity increases linearly with the number of
taps and not by a power of two as for the conventional RLS algorithm. Alternatively, the fast
RLS Kaman agorithm [Falc78] can be used, which aso has a computational complexity
proportional to the number of stages. However the fast RLS Kalman algorithm is sensitive to
roundoff noise [Ling85]. Lattice type equalizers are known to be less sensitive to this.

The lattice stage of the LSLDFE is depicted in Fig. 2-3. For the single-channel lattice stage all
the quantities are scalars and for the two-channel lattice stage the dimensions of f,,, and by, are

2x1 and the dimensions of «,m and ki, are 2x2.

lattice stage

0 ol W

N CE N > 5K

where: by, = backward prediction error
f = forward prediction error
Kom = backward reflection coefficient

Kim = forward reflection coefficient

Fig. 2-3: Lattice stage
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The LSLDFE was also applied recently in conjunction with selection diversity by Lee [Lee97].
The equalizer tuning algorithm proposed by Ling and Proakis is somewhat lengthy and
therefore more specific details and the algorithm itself are described in [Ling85, Lee97].

2.1.3 Space-time DFE

Fig. 2-4 shows the extension of the time domain only DFE of Fig. 2-1 into the spatial domain.
Instead of only one FFF the space-time DFE now has as many FFF as there are input channels
available. These channels could come from multiple antennas or from antennas with different

polarization.

Fig. 2-4: Space-time DFE

In [Ham0O] a space-time DFE is used for ISl and CCI suppression in frequency selective
channels. The space-time DFE is trained with the QR-RLS algorithm. A comparison with
selection combining clearly shows that joint optimization in the spatial and time domain
outperforms the selection combining approach. The space-time DFE can also be tuned with the
LMS agorithm, however the RLS algorithm converges much faster. Lindskog [Lind99]
proposed the reduced-rank space-time DFE. By exploiting the rank of the channel, the space-
time DFE can be realized with reduced complexity. The performance of the reduced rank space-
time DFE is close to the performance of the conventional full-rank space-time DFE. Ng
[Ng98b] presents another performance study of space-time DFES in frequency selective
environments and a theoretical treatment of the finite-length space-time DFE is presented in
[Ariya99].

The previously referenced papers addressing space-time DFEs combat only 1Sl and CCI. The
work of Choi and Lu [Choi99a, Choi99b] considers multi-user detection and SDMA using

space-time DFEs and space-time LEs. Three different approaches are investigated in [Choi99a]:
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a) pre-processing only using a general zero forcing criterion at the transmitter (i.e. an extension
of single-user pre-equalization), b) post-processing using a space-time DFE or a space-time LE,
c) a combination of @ and b). Approach c), which is a MIMO system, shows superior
performance compared to the other two systems. The space-time DFE can be enhanced by an
additional cross-decision feedback filter. The next subsection treats this DFE architecture,
which is aso known as the MIMO DFE.

2.1.4 MIMO DFE

The idea of a cross-decision feedback filter arises from the dual polarized antenna system that
was first introduced by Kavehrad and Salz [Kav85]. Thisideais used in the MIMO DFE, first
introduced by Duel-Hallen in the context of spread spectrum systems [Duel92, Duel95].
However the MIMO DFE can be applied to many other systems as well, typically whenever the
received signal is composed of several transmitted signals corrupted by ISI, MAI and additive
noise. These scenarios arise not only in wideband asynchronous CDMA systems but also in
broadband wireless communication systems with multiple antennas at the BS and/or SU and in
wideband DSL systems due to cross-talk.

Fig. 2-5 shows the block diagram of a MIMO DFE. A MIMO DFE consists of a
multidimensional FFF and a multidimensional FBF. For symbol spaced multi-antenna systems,
the FFF has as many inputs as there are antennas and as many outputs as there are users. The
number of inputs and outputs of the FBF corresponds to the number of users. A MIMO DFE
can be viewed as a series of space-time DFES, one for each user, where each individual space-
time DFE is cross-connected with additional feedback filters to the output of all the others.

x(K) 2k Sheer (k)
— FFF =+ F >
FBF 7t

Fig. 2-5: MIMO DFE

Fig. 2-5 depicts a MIMO DFE where only previously detected symbols are available. But a
MIMO DFE aso allows for more elaborate choices. for example previously detected symbols
and current symbols from all previously detected usersin the current time frame are available or
aternatively previously detected symbols and all current symbols are available (in this case a
previous detection stage is necessary) [Al-Dha00].
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The MIMO DFE can be optimized with the MSE criterion or with the ZF criterion. Similarly as
for the time-only DFE (see section 2.1.1) the ZF MIMO DFE isinferior to the minimum mean
square error (MM SE) MIMO DFE owing to noise enhancement.

The performance of a MIMO DFE for multiuser detection has been shown to be superior to the
performance of a series of space-time DFEs for multiuser detection [Tide99]. This is because
the MIMO DFE has the capability to effectively suppress interference from other users.
However, the optimization of the MIMO DFE is quite complex [Al-Dha00]. Al-Dhahir’s work
concerns the MIMO DFE in the context of a digital TDMA system with multiple transmit
and/or receive antennas. Optimum settings for finite-length MIMO DFEs are derived and fast
algorithms are proposed for optimum finite MIMO DFE tuning in the MM SE sense.

2.2 thimal equaliZer settings

The optimal settings for the linear equalizer taps are given by the Wiener Hopf equations. This
filter isaso known as the Wiener filter. Let x, be the Nx1 tap input vector at time t=k{T:

Xy = [x(k), x(k =2),...,x(k =N +2)| T (2.2
The cost function J for the Wiener filter is given by the MSE criterion:

J = Ele(k) (k)] (2.3)
where: e(k) = estimation error at time t=k[T and T is the symbol duration

The Wiener Hopf equations in matrix form are given by [Pro95, Hay96]:

RXX Wvopt = I’Xy (24)
where: R,, = auto-correlation of received tap input samples X, i.e. Ry, = E[xy D(lt']

Wopt =  column vector of optimum tap settings in the M SE sense

ry = crosscorrelation of desired signa y(k) and received tap inputs ‘X, i.e.

r.xy = E[Xk Ey* (k)]
desired signal at time t=k[T

y(K)

The optimal settings of the tap vector wy involvestheinversion of R,y :
Wopt = Ry Ty (2.5)

By using the MSE criterion and a LE, the error-performance surface has a unique minimum in
Wopt. The dependence of J on the tap weights is a N+1 dimensional bowl-shaped surface, which
is also known asthe error performance surface [Hay96].
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Ancther important principle, which can be used to check if the equalizer is operating at the
optimum point and which can also be used to derive the Wiener Hopf equations is the principle
of orthogonality: It states that the estimation error e, when the filter operates with its optimum
tap settings Wy is orthogonal to each tap input, i.e.:

Elx(k-n), (k)] =0, n=0,1,2, ...,N-1 (2.6)
There is also an interesting corollary to the principle of orthogonality. It can be shown using the
the principle of orthogonality that the filter output J(k) is orthogonal to the corresponding
estimation error e,, when it operates at its optimum point in the M SE sense [Hay96], i.e.:

E[y(k) o (k)1 =0 2.7)
This corollary provides an easy way of checking if the equalizer has reached its optimum
operating point.

For the DFE the optimum tap settings can be derived in a similar way. Let X' denote the
combined vector of tap input vector of the FFF and FBF:

x' = [x(k), x(k =1),...,x(k = N, +1), 9(k =1), 9k = 2)...., 9(k - N, )| 2.8)
and let w' denote the combined tap coefficient vector, composed of the FFF coefficient vector
w; and the FBF coefficient vector wy:

0w, 0O

.

(2.9)
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Again it can be shown using the principle of orthogonality that the optimum DFE coefficients

are given by [L095, Smee97, Sell99b]:
] — r-1 [
Wopt - Rxx |]xy (210)

where: R;X‘l = (Nrt+Np)X(N¢+Np) square Hermitian auto-correlation matrix of x’

r;y = cross-correlation vector of the desired data and the DFE tap input

vector x' of dimension (NetNo)X1: ry, = E[xj Gy (k)]
y(k) =transmitted symbol at timet=k T

[Lo95] realised that the symmetry of R, can be exploited to expressit as four submatrices:
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or A0
R, =0, 0 (2.11)
E. N

where:  I' =sguare matrix of dimension NixN;
A = cross-correlation matrix between FFF and FBF contents of dimension NixN,
| = identity matrix of dimension NpxN,
Similarly [Lo95] the cross-correlation vector rx'y can be expressed as two subvectors:
(h* O

ry =0 0 (2.12)
Y o0

where:  h = channel impulse response of length L, i.e. h = [h(l), h(2),...,h(L)] and L=N; for
convenience

0 = matrix of zeros with dimension Npx1

Using the special structure of eg. 2.11 theinverse of R’ can be written as:

Ry = gr A XS (2.13)
B X X

where: X represents unspecified matrices of appropriate dimensions

The optimal FFF coefficients only depend on Q, where  =[I' = A" A" ]:

w, =Q7r! (2.14)

Xy, LN

Once the optimal FFF coefficients have been evaluated it is shown in [Smee97, Sell99b] that the

FBF coefficients can be computed as:

Ny

w, = Z h(k—i)0v_, , k=1,....N (2.15)

Eq. 2.15 shows that the optimum FBF coefficients are the convolution of the channel impulse
response h with the FFF coefficients w;.

For optimal coefficient settings for the space-time DFE and for the MIMO DFE the interested
reader isreferred to [Ariya99, Lind99] and [Al-Dha00], respectively.

2.3 A(lap’cive equaliza‘cion tuning algorithms

Instead of matrix inversion to calculate the equalizer coefficients, one can iteratively tune the
equalizer using adaptive algorithms. Such adaptive equalizers also have the advantage that they

can track channel variations. The equalizers studied in thisthesis are tuned directly, i.e., with the
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data. Another possibility isto tune the equalizer indirectly, which has been explored in [Shuk91,
L095]. In this case the channel impulse response and the estimate of the noise correlation matrix
are necessary. The direct approach is however more robust to channel variations. Widely known

tap-update algorithms are the LM S and RL S algorithms, which are reviewed here.

2.3.1 Least mean square algorithm

The LMS algorithm belongs to the family of stochastic gradient algorithms. In essence it is a
stochastic version of the well known steepest descent method. The cost function of the LMS
algorithm is the M SE criterion:

3(n) = Elle(n) "] (2.16)
In the LM S algorithm the cost function J(n) is replaced by its instantaneous coarse estimate:
J(n)=|eln)” (2.17)

The idea behind the LMS algorithm is somewhat similar to the steepest decent method:
Arbitrarily initialise the tap coefficients. This corresponds to a point in the bowl shaped
hyperdimensional MSE surface. Compute the gradient vector 4J . At each iteration update the
tap coefficients in the opposite direction corresponding to its gradient component multiplied by
acertain step size.
The following treatment of the LMS algorithm is with a LE (see Fig. 2-1) in mind. Hence, the
pre-slicer datais given by:
z(k) = wH (k) (k) (2.18)
where:  w" (k) = [w (k) w; (k)...., wy, (K]l i.e tap coefficient vector at time t=k(T

x(k) = [x(k), x(k —1),---,x(k - N; +1)]T , 1.e. tap input vector at time t=k(T
The error estimate in training mode at timet =k [T is:
ek) = y(k) - z(k) (2.19)
In decision directed mode the desired output y(k) is replaced by the estimated output 9(k).

The gradient of the cost function J (n) can be written as.

oJ(K) .

——==-2[& (k)Ix(k 2.20
" (k) (k) (220)

And hence the recursive tap-update equation is given by:

w(k +1) = w(k) + & (k) (k) (2.21)

where:  u=dtepsize
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Due to its ssimplicity the LMS algorithm has been applied in many areas, including adaptive
equalization, adaptive beamforming, adaptive noise cancellation and adaptive channel
estimation.

The LMS algorithm converges in the mean square sense if the step size iis:

O<u< /\i (2.22)

max

where: A, = largest eigenvalue of the tap input correlation matrix Ry

The dependency of the step size parameter y upon the eigenvalue spread of the correlation
matrix Ry is a mgjor drawback of the LMS algorithm. This disadvantage is alleviated in the
RLS algorithm, which is treated in the next section. Another price paid by using an adaptive
approach is the excess mean sguare error. The LMS a gorithm converges towards the optimum
Wiener solution, however it produces a mean square error, which is in excess of the optimum
Wiener solution.

The LM S algorithm can also be used for the other equalizer structures by stacking the tap input
vector and coefficient vector accordingly. For example in the case of a DFE, the tap input vector
is given by eg. 2.8 and the coefficent vector is given by eg. 2.9. The rest of the recursion
remains the same.

2.3.2 Recursive least squares algorithm

The main problem of the LM S algorithm is its low convergence speed. The RLS algorithm is
known to be the fastest converging adaptive algorithm and is effectively a special Kalman filter.
In contrast to the LMS algorithm, which works on instantaneous estimates, the RLS algorithm
works with a time average. The cost function of the RLS agorithm is the exponentially
weighted sum of squared errors:

3(K) = Zc (i k) (2.23)

where: ¢ =weighting factor,i.e.0<c<1

The weighting factor is introduced to avoid the problem of infinite memory and the choice of ¢
makes the RLS algorithm more or less sensitive to recent data. It is common to chose an
exponential weighting factor such as that used in eg. 2.23. For the following derivation of the
RLS agorithm aLE is assumed. The estimation error is defined as:

eli,k) = y(i)-w" (k) x(i),i=0, 1...., k (2.24)
where: (i) = desired response at time t=i[T
W(k) =[w, (k)’ W, (k)’ s Wy 4 (k)]T
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X(1) = 0% ()5 (0). ... %, 2 ()17
The optimum tap weight vector w for which the cost function of eg. 2.23 attains its minimum is
defined by the following normal equations written in matrix form [Hay96]:
R. (k) (k) = (k) (2.25)
k

where R (k)= Z ¢ ox (i) ok (i) (2.26)

)= 3 e o) ()

By isolating theterm for i = k in eq. 2.26, one obtains the recursive update equation:
R, (k) = c R (k —1)+ x(k) x" (k) (2.27)
Inasimilar fashion arecursion can be derived for the cross-correlation vector:
re(k)=cm(k-2)+x(k) 5 (k) (2.28)
By applying the marix inversion lemma to eq. 2.27, one can express the inverse of Rg(k) as
[Hay96]:

c? IRk —1) (k) " (k) R (k - 2)

R e e e Al ) (229
Setting P(k) = R*(k), the Kalman gain vector is defined as:

-1 -
(k)= 1+ c‘fExE”P(S() [Pl)(E(—(i;))D((k) (2:30)
Inserting these definitionsin eg. 2.29, it follows:
P(k)=c™ ffP(k 1) - k(k) " (k) P (k - 1)) (2.31)
A similar recursion for the tap weight vector can be found [Hay96]:
w(k) = w(k 1)+ k(k) & (k) (2.32)

With these equations the RLS algorithm can be summarized as follows:

1. compute the equalizer output §(k)=w" (k —1) k(k)

2. compute the estimation error e(k) = y(k) - z(k)

3. compute the Kalman gain vector according to eq. 2.30

4. computethe inverse of correlation matrix according to eq. 2.31

5. update the tap weight vector according to eq. 2.32
In asimilar fashion to that mentioned in section 2.3.1, the RLS algorithm can also be applied to
the other equalizer architectures through appropriate stacking of the tap weight vector and the
tap input vector.
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2.4 Complexity reduction techniques

For high-speed wireless communication systems, complexity reduction techniques for the
equalization operation have been suggested. Methods can be divided into: @) complexity
reduction through modified equalizer architectures, b) complexity reduction at the hardware
level and c) complexity reduction viatap-selection.

In [Ariya97b] a modified DFE architecture is proposed, where only the FFF needs training and
the FBF requires no training and can be realised without multipliers for QPSK. Certain
modulation formats such as QPSK allow the FBF to be realised with adders and/or 1ook-up
tables. However for large constellations (e.g. 64QAM), the FBF is not multiplication free. In
this case the equalization complexity is dominated by the large number of FBF taps (and not the
comparatively small number of FFF taps). The modified architecture requires an estimate of the
channel and it is shown that the proposed DFE is equivalent to a conventional DFE in the
absence of channel estimation errors. The coefficients of the FBF of the proposed DFE can be
directly loaded from the channel estimate. With this architecture it is desired to keep the FFF as
short as possible and have along FBF. This is firstly because the FBF does not produce noise
enhancement (unlike the FFF), and secondly the FBF can be realised with much less
complexity. Further Ariyavisitakul proposes an open loop timing recovery scheme so that the
receiver can find optimum symbol timing in order to maximise the output SNR of the equalizer.
To reduce the complexity at the hardware level, schemes have been proposed which restrict the
equalizer coefficients to be a sum of a power-of two [Pir84]. In this way multipliers can be
replaced by shift registers and adders. Another method uses a signed power-of-two number
representation for the equaliser input datain order to replace all multipliers with barrel shifters
and adders [Nix96a, Nix96b]. Additional to this scheme, the delayed least mean square
algorithm is suggested for equalizer tap updates. This pipelining technique increases the through
put of a DFE equalizer with reasonable hardware cost. However pipelining of the LMS
introduces an adaptation delay which for the LM S algorithm can result in stability problems.
This effect has been studied by Long [Long89] with the result that by using an appropriately
small step size, the convergence speed and the steady-state misadjustment in a stationary
environment is only slightly degraded. Thus pipelining trades off complexity with slight
performance degradation. Another pipelining technique, which does not suffer from adaptation
delay is presented in [Dou98]. A technique, which trades off complexity with through-put is
presented in [Bull99]. Here a sequential complex multiplier is proposed, which has only half the
through-put of a conventional multiplier, however the complexity (which is directly related to
chip area) isonly half that of the conventional multiplier.

For sparse multipath channels, tap selection strategies pay off by giving significant reductions

in computational complexity. Tap selection results in nonuniform tap spacings and this is very
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effective in cases where both along overall span and small intertap spacings are needed. Fevrier
[Feva8, Fev99] presents a simple thresholding scheme, based on his equalizer architecture. If
the magnitude of a multipath echo is smaller than a certain threshold, the corresponding
equalizer tap is set to zero. Ariyavisitakul [Ariya97a] presents a tap allocation technigque, which
optimises tap-spacing with respect to output SNR at the equalizer. Although being
computationally more efficient than the following tap allocation strategies, Ariyavisitakul’'s
method is suboptimal. An exhaustive tree search agorithm for LEs is presented in [Rag93] for
the problem of optimising tap positions. An optimal method for tap selection is proposed in
[Lee98b]. However this technique requires the solution of a 2N¢+N, set of non-linear equations
(N=number of feedforward taps, N,=number of feedback taps) and is therefore far too complex
for FBWA applications.

2.5 Multiple antennas at the base station

The highlighted boxes of Fig. 2-6 give an overview of the areas addressed in this research. First
as described in section 2.1.1-2.1.2 time-only equalization methods are investigated. However,
time-only approaches have very limited capability to suppress CCl [L095, Mede99]. The
installation of MEAs at the BS offers enhanced system performance, since CCl can be
effectively suppressed. Regarding the receiver/transmitter architecture one can distinguish
between spatial processing and space-time processing methods. Further space-time processing

can be either decoupled or jaint.

temporal and spatial

processing for FBWA
systems
T NI W— multiple antennas at the
P 9 basestation
N o I
traditional equalization
methods like LE
and DFE
spatial processing space-time processing
beamforming |
optimum combining
selection combining decoupled space-time joint space-time
processing processing
beamformer with ¢ space-time DFE
e.g. DFE
selection diversity
with e.g DFE

Fig. 2-6: Temporal and spatial processing for FBWA systems
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A member of the spatial processing category is beamforming. In this context beamforming is
narrowband and such a beamformer can be viewed as a spatial equalizer. The broadband
beamformer is in essence a space-time linear equalizer [Monz80] and falls in the category of
joint space-time processing. A beamformer has only one tap for each antenna input. Although
beamforming is effective for narrowband signals, it cannot cope with broadband signals, where
the S| spans several symbol periods.

Beamforming has been applied in many areas including radar, sonar, imaging and
communication. One of the first beamformers was the delay-and-sum beamformer reviewed in
[Godar97]. Here the amplitude of all weights is the same, but the phase of the beamformer
weights differ. A spatial processing approach known as optimum combining has been applied
for SDMA in narrowband systems [Wint84, Wint87b] subject to multipath fading. In [Wint84]
optimum combining is applied to combat independent flat Rayleigh fading in a digital mobile
radio system. Optimum combining can be viewed as an optimum beamformer for narrowband
systems with multiple antennas and multipath. One has 3 options with optimum combining: a)
to combat fading and enhance the signal quality, b) combat fading and suppress CCl or c)
combat fading and detect multiple users in the same time and frequency slot. It has been
demonstrated by Winters that optimum combining outperforms maximum ratio combining
(MRC) in the case of CCI. One striking result is that optimum combining with one strong
interferer and one additional antenna will always perform better than MRC without the
interferer. Optimum combining maximises the SNIR. Since maximising the SNIR is equivalent
to minimising the M SE, optimum combining can be implemented efficiently in hardware with
the LM S algorithm. The RLS algorithm can also be used, but Winters only considersthe LMS
algorithm in his publications. A description of the LMS and the RLS algorithm applied to
beamforming can be found in [Wid67, Monz80, Veen8§].

Winters also investigated optimum combining for narrowband in-building mobile systems
[Wint87b]. Again SDMA performance was studied for multiple antennas at the BS and single
antennas at the remote unit. The BS uses one optimum combiner for each user that makes use of
all the signals received by each of the M antennas. The number of antennas determines the
number of degrees of freedom. Hence a M element adaptive antenna array using optimum
combining can either suppress up to M-1 interferers or detect up to M users simultaneously
[Wint87b].

The challenge for FBWA is therefore to find low complexity approaches suitable for frequency
selective environments, which offer similar advantages to the situation when optimum
combining is applied to narrowband systems. Optimum combining has also been studied for
frequency selective environments [Ng98b] and the resulting structure is equivalent to a space-
time DFE. It falls in the category of joint space-time processing and will be treated later (see
section 2.1.3).
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Other spatial processing approaches are selection combining and equal gain combining. For
equal gain combining all the weights of the spatial processor are set to unity. Selection
combining on the other hand selects the antenna with the strongest signal for further processing.
Hammerschmidt [Ham99] compares selection combining, optimum combining and single
antenna reception at a vehicle. His results show that optimum combining outperforms selection
combining. Further, optimum combining without CCl (which has the same performance as
maximum ratio combining in this case) also outperforms selection combining. With 3 antennas
all the spatial processing methods studied significantly outperform single antenna reception at
the vehicle.

Another classification is transmit diversity and receive diversity. With multiple antennas at the
BS and a single antenna at the SU, the uplink usually employs receive diversity techniques and
the downlink is a candidate for the use of transmit diversity. First, space-time processing in the
uplink for FBWA systems with multiple antennas at the BS is reviewed and in the following
section, space-time processing in the downlink is addressed.

2.5.1 Space-time processing in the uplink

Decoupled approaches for space-time processing at the mobile are investigated in [Ham00]. The
decoupled approach, i.e., selection combining preceding a time-only DFE, is compared with the
space-time DFE. The joint space-time optimisation outperforms the decoupled space-time
approach.

The space-time DFE is used to suppress CCI in [Ariya99, HamO0]. It is shown that the
space-time DFE outperforms single antenna systems in the presence of CCI. Further, if no CCl
is present, the space-time DFE significantly enhances the signal quality, which allows for
example, much larger cell sizes.

Channel estimation for space-time channels has been explored in [Lind99, Nicol01]. It is seen
that reduced rank channel estimation shows an advantage over full-rank ML channel estimation.
The time-only domain MLSE has also been extended into a space-time variant by [Ariya99,
Lind99]. However, owing to its complexity it has not been considered for the FBWA systems
studied in this research.

A theoretical treatment of the finite-length MIMO DFE is presented in [Al-Dha00]. The
optimum FFF and FBF coefficients for the delay optimised finite-length MIMO DFE are
derived. In alater paper by Komninakis [Kom02] a MIMO DFE in conjunction with a Kalman
filter for channel tracking is proposed. The suggested architecture is superior to LMS/RLS
MIMO DFEs for time-varying channels. It also describes how the conventional single antenna
LMS and RLS agorithms can be extended to the multi-antenna case. However the performance
improvement in terms of symbol error rate comes at the cost of increased complexity and it
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remains to be seen if the proposed architecture outperforms the MIMO DFE (trained with the
LMS or RLS algorithm) in quasi-static channel conditions.

2.5.2 Space-time processing in the downlink

Choi [Choi99a, Choi99b] proposes a transmit diversity scheme for reciprocal channels. It is a
form of pre-coding for frequency-selective MIMO channels. The receiver weights of a space-
time LE are used for transmission. This separates multiple users under the condition that the
channel stays more or less the same during reception and transmission. In time division duplex
(TDD), i.e. ping-pong systems, this condition is valid when the channel fading rate is slow and
the channel can be seen as quasi static during one reception/transmission interval.

Ancther interesting transmit diversity scheme is presented in [Alamo98]. This scheme is
designed for frequency-flat channels, and hence its applicability to single-carrier FBWA
systems in frequency selective channels remains the subject of future work. The encoding is
done in space and time (i.e. space-time coding). However, as suggested in this paper, the coding
could equivaently be performed in space and frequency through the use of two adjacent
cariers. The scheme is presented with two transmit antennas and one receive antenna.
Extensions to multiple receive antennas are al so discussed. The scheme presented in [Alamo98]
however lies in the area of space-time coding. All the results presented in this thesis are
achieved without coding. However it is likely that applying coding will give further
improvements in system performance (e.g. probability of symbol error), though at the cost of
additional complexity. The scheme presented in [Alamo98] has been generalized to an arbitrary
number of antennasin [Tar99c].
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Chapter 3
Channel Mocleﬂing for Fixed Broadband

Wireless Access Systems

Most FBWA systems below 10GHz are somewhat similar to mobile cellular systems (such as
the GSM cellphone system or the new UMTS (3G) mobile phone systems). Recently a different
arrangement known as a mesh architecture has evolved in an attempt to overcome the LOS
requirement in some early FBWA systems [MeshN02, Radia02]. However, the main difference
between mobile and FBWA systemsis that the subscriber units are fixed and not mobile. Thisis
also the reason, why FBWA systems can provide much higher data rates and capacities than
mobile systems [Lee98a]. The FBWA propagation environment will now be described and
appropriate channel models presented.

3.1 FBWA environments

Fig. 3-1 depicts a typical FBWA environment. Although the transmitter and receiver are fixed,
the channel is still time-varying primarily owing to moving scatterers and reflectors in the

environment.
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Fig. 3-1: Typical FBWA environment

Chapter 3 — Channel Modelling for Fixed Broadband Wireless Access Systems 33



Equalization and Space-Time Processing for Fixed Broadband Wireless Access Systems

It turns out that trees are the main source of scattering for FBWA systems. Trees also cause a
time-varying propagation environment owing to their movement in the wind and also the foliage
variation between seasons. The attenuation factors of the individual paths depend on many
factors such as the material or tissue, and its surface structure, for example a wet leaf and a dry
leaf will have a different attenuation factor. In [Kim99] it has been shown that foliage combined
with rain has a significant impact on the attenuation. These factors all contribute to a changing
FBWA propagation environment.

Typicaly at areceiver a number of rays arrive within one delay bin (i.e. cluster), which is not
resolvable by the receiver (owing to its limited bandwidth). In general a number of such clusters
giverise to delay spread. If the symbol duration is shorter then the delays spread, 1Sl results. I1S|
can be severe in FBWA systems, since the symbol duration gets shorter with increasing data
rates. Hence the channel experienced by FBWA systems is usually frequency-selective at
typical data-rates.

If the channel consists of only diffuse non-resolvable multipath components (also known as flat
fading), the Rayleigh probability density function (pdf) provides a good model for describing
the statistics of the amplitude variations of the received signal [Pro95]. Y oung discovered from
measurements made in New York in 1952, that the amplitude variations follow a Rayleigh pdf
[Young52]:

Rayleigh pdf:

Lm0, x0 3.1

f X)=
may (¥ 2w? 0 220

where: & isthe variance
If a strong deterministic line-of-sight path or a strong specular path exists the Rician pdf is

usually employed to model the small-scale fading. The Rician pdf is given by [Pro95]:
Rician pdf:

2 2
fﬁce(x):a_xz@xpgi_ Xzﬂ? gnogﬁk% x=0 (3.2)

where: lo is the 0™-order modified Bessel function of the first kind

&’ isthe noncentrality parameter

The ratio between the deterministic component and the diffuse component is known as the

Rician K-factor:

« = PLos (3.3)
Pt
where: PLosis the power of the deterministic (e.g. line-of-sight) component
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Pqi is the power of the random diffuse component
So for example a K-factor of zero represents a Rayleigh channel, while a K-factor greater than

zero represents a Rician channel.

3.2 Channel modeuing for single antenna FBWA systems

The channel profiles for the single antenna FBWA systems investigated in this research are the
Stanford University SUI channel models [Erceg01]. From the 6 channel models published,
SUI-2 and SUI-3 for omni directional antennas at the SU are chosen. SUI-2 represents a typical
LOS link, whereas SUI-3 represents atypical NLOS link.

1.2 T T T T T T 1.2

o ‘ N ‘ 0 0 ‘ ‘ ‘ ‘ i
tapl tap2 tap3 tapl tap2 tap3
delay in us 0 0.5 1 delay in us 0 0.5 1
power in dB 0 -12 -15 power in dB 0 -5 -10
K-Factor 10 0 0 K-Factor 0 0 0
DopplerinHz | 0.4 0.4 04 DopplerinHz | 0.4 04 04
Fig. 3-2: UI-2 channel model Fig. 3-3: SUI-3 channel model

A total of 6 different radio channel models for MMDS FBWA systems in 3 terrain categories
have been defined:

e terraintype A: hilly terrain with moderate-to-heavy tree density

» terraintype B: intermediate path loss conditions are captured in thisterrain

* terraintype C: flat terrain with light tree density
SUI-2 represents a worse case link for terrain type C (flat terrain with light tree density). SUI-1
and SUI-2 are Rician channels, whereas the other channels, i.e., SUI-3 to SUI-6 are Rayleigh
channels. SUI-3 is atypical channel model for terrain type B. These two power delay profiles
are used exclusively throughout the research. The Rayleigh channels are more hostile and

exhibit a greater root mean square delay spread (Dgrus). The Drys is defined as:
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Z(Tk _Tm)@f

=~

Drus = 5 (34)
>
K
where: af = amplitude of path k
T = delay of path k
T m= Mmean excess delay
The mean excess delay is defined as:
S i By
T ==X 5 (3.5)
>
K

SUI-2 has a Drys of 0.2 us and SUI-3 a Dgrys of 0.3 ps. Drys is generally used as an indicator
for the level of 1SI induced by the radio channel. Strong echoes following the main path have a

significant influence on the Drys, Whereas small echoes have little influence.

3.3 Channel modeuing for space-time processing in the
uplinlz

The modelling approach to be described in section 3.3.1 for spatial channels has been used
extensively in the field of space-time coding, e.g. [Tar99a, Tar99b]. Similarly most earlier
theoretical work on capacity assumes frequency flat and ideal diversity channels [Fosch98,
Wint87a]. This model is also representative for mobile communication scenarios where the
mobileis surrounded by local scatterers. However for the uplink this model istoo idealistic. The
subsequent channel modelling approaches of sections 3.3.2 and 3.3.3 give more redlistic
channels for the uplink. The performance of space-time agorithms depends strongly on the
envel ope fading correlation and values greater then 0.5 [Salz94] have a significant effect on the
performance. In order to study BS space-time algorithms for realistic FBWA environments
more accurate channel models are necessary. A good overview of spatial channel models for
antenna array communication systems is given in [Ert98] including the spatia modelling
techniques to be presented in sections 3.3.2 and 3.3.3.
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3.3.1 Ideal cliversity channel

Fig. 3-4: FBWA system with BS equipped with dual antenna array

An idea frequency selective diversity channel is modelled with independent identically
distributed (i.i.d.) random vectors. Each i.i.d random vector h,, (where the index u=1...U and
m=1...M, where U is the number of users and M is the number of antennas at the BS)
corresponds to one channel realization between a certain SU-BS antenna pair. Hence the zero-
lag cross-correlation between these channels is zero, or in other words the envel ope correlation
coefficient p is zero. For narrowband systems, the ideal frequency-flat diversity channel is
similarly modelled with an i.i.d. random variable, which corresponds to the path gain and phase
between a certain SU-BS antenna pair. The channel power delay profile used in this research for
FBWA systems in ideal diversity conditions is the same as that given in section 3.2. The
number of channel taps (i.e. length of vector h, ) is 3 for all the SUI models.

3.3.2 Statistical channel models

3.3.2.1 ‘One-ring’ spatial model

The one-ring model was first introduced by Lee [Lee73]. The scatterers are placed on aring
around the mobile, hence the name. This model is suitable for modelling FBWA channels at the
BS. It has been used with dlight modification in many other papers [Ada86, And91, Par9l,
Turk91]. Parsons and his collaborators derived a closed-form expresson for the
cross-correlation o using a trigonometric approximation in [Ada86]. This work was extended
for 3D space (i.e. modelling the elevation) in [Par91, Turk9l]. In [Par91] the mobile is
considered whereas in the companion paper [Turk91] the BS is covered. In the 3D extension,

the scatterers are now placed on a cylinder. The derivation of p in Parsons work is aso
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applicable to the GWSSUS channel model to be presented in the next section. The only

differenceis that Parsons used N(¢O,¢§p) (i.e. aGaussian pdf with mean @), whereas N(O,gbszp)

(i.e. a Gaussian pdf with zero mean) is used in the GWSSUS model. However both lead to the
same result. Further when the elevation is considered, Parsons and his colleagues [Par91,
Turk91] used the following pdf (eg. 3.6), whereas in my model to be detailed later a Gaussian
pdf will be employed:

) g-m@os% E 6< 6| < -
H 0 elsewhere

Fuhl [Fuhl98] extended Lee's original model [Lee73] to take into account local scatterers at the
BS and also LOS components. However, the fading cross-correlation was only analysed for the
local scatterer model (i.e. no LOS component and the scatterers are assumed to be located close
to the mobile).

All the work on the one-ring model except [AbdiO2] only considers the Rayleigh case for
deriving the fading cross-correlation. However LOS and specular components (i.e. Rician

fading) have a strong influence on the fading cross-correlation.

3.3.2.2 Gaussian wide sense stationary uncorrelated scatterer model

The GWSSUS statistical channel model, which was originally proposed by Zetterberg [Zet97] is
to be used in this research to model the uplink of a FBWA system. This model is a
two-dimensional extension to the well-known COST channel models [Far97, COST89, Ham0Q].
In contrast to the one-ring spatial model previously presented in section 3.3.2.1, the GWSSUS
model does not make any assumptions about the location of the scatterers. Only the DOA of the
multipath raysis modelled and thisis effectively what the receiver sees.

Further in [Ham0Q] the GWSSUS modelling approach is also used for the evaluation of antenna
arrays at the maobile. Since this model is used in the subsequent chapters of this thesis for the
evaluation of space-time processing in the uplink it will now be described in detail. Further, the
original model from Zetterberg is extended to model Rician fading. For Rician fading a closed-
form expression for the fading cross-correlation coefficient p is derived by combining results
from Asztely [Aszt96] and Abid [AbdiO2]. Further it is proposed to extend the use of the
GWSSUS modelling approach to model spatial SUI channels. Previously the GWSSUS model

has only been used in the context of cellular mobile radio environments.
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Modelling the steering vector in 3D space
The modelling of the steering vector for a BS antenna array in 3D space will now be described.
Fig. 3-5 shows the GWSSUS channel model with 3 clusters and a uniform linear array (ULA)

antennawith 4 elements.

VA
A
cluster 2
cluster 1
€Los
=)
€
ry r
ULA with 4 antennas AR
e 4
Y
&
X
DOA spread
cluster 3
Fig. 3-5: GWSSUS channel model
where: @ = azimuth, i.e. an angle in the x-y-plane

0= elevation, i.e. an anglein the y-z-plane

A unit vector e pointing towards the origin of the coordinate system with azimuth ¢ and

elevation @is defined as;

[Cos¢l
¢(p.6)=fing (37)
Bin6H
. __ 1 .
where: e(g.0)= <.0) 2'(¢,6).

Let eg¢ be the unit vector of the diffuse component and e os be the unit vector of the LOS

component.
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r are position vectors from the origin to the antenna element A. The steering vectors ag and

a, os correspond to the diffuse and the LOS component, respectively and are defined as follows:

Be szldlﬁ (—leff)' E Oy

)| | )0
0 ( ) 0 Idlf‘f,]_ (Iilf'f O
0 J*'dlff Qi P12 O Da 0 O
A (Qdiff)zﬂe O=0Q dff 27t /g (3.8)
O D M O
0 om ( )D
% = 3 Bl (leff)‘rME %dlff m i 0
iV g
= ~i Blosn B
20 0
0 —I—©Losr2 [
aos(@)=re 0 (3.9
o 0
0 .om O
% JT'LOS ™
0
2 | 2
= =Bt (-Qdiff )'rm -1 5B os(Quos )k rm
| _ —
A m(‘leﬁ) A , A osm(@Los)=e " 4 (3.10)

where: m = antennaindex, m=1...M

| = scatterer index; |=1...Nscat

Nscat = number of scatterers, here Nscat=50
Defining the steering vectors in terms of position vector r and unit vector e, allows the array
geometry to be specified within the channel model so that the modelling is not restricted to any
particular antenna array geometry.
The channel tap vector h, for a certain user u is modelled in terms of the steering vectors for a

certain cluster c as follows:

N,
At Z by @4 @Iduff( dlff) (3.11)

VNgat 121

hue = ALos (81495 [ o5(210s)+

Ohypc O
5“ . 0S . diff
_ u,m,Cc . _ L
hUC_D D'h C_hU,C +h lI.I,C
51 O
uM cd
where: u=user index, u=1...U

m = antennaindex, m=1...M

¢ = cluster index or equivalently delay index; c=1...C
| = scatterer index; 1=1...Nscat

Nscat = number of scatterers, here Nscat=50

U = number of users

M = number of antenna elements

C = number of clusters
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A_os = amplitude of the LOS component

Adir = amplitude of the diffuse component

bl = attenuation factor for scatterer |

di = phase of the diffuse component
@os = phase of the LOS component

As seen from eg. 3.11 the channel tap vector h, . is composed of aLOS component and a diffuse
component. Note the attenuation factor of the LOS component is incorporated in A os. The
K-Factor is defined in terms of Agix and A os
2
K =Aos (3.12)
A

and

1 1
Aos = /@Eptap » At =475 Pep (B.13)

where: Pwp is the channel tap power specified by the SUI power delay profile

Modelling the frequency-selective spatial channel with a 2D FIR filter
The frequency selective spatial channel between a certain SU and a BS equipped with a MEA
array can be modelled with a 2D FIR filter as shown in Fig. 3-6.

éhu,l,l éhu,l,c e hu.l,C rXu']-
| > o o o |—> \(
A1
* o L]
humC
o I‘Xu'rn
* o L] |—> \(
° . Am
* o L]
huMC
- rXu,M :
L L] '—> \(
. AM
Transmitter Channel : Antenna Array

Fig. 3-6: Modelling the frequency-selective channel with a 2D FIR filter structure
Thisisjust asimple extension of the well-known tapped delay line model of frequency-selective
channels [Pro95, chapter 14].
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Closed-form expression for the envelope cross-correlation pfor horizontal wave propagation

The spatial cross-correlation o between two antenna channels h, and hy is defined as:

pa):_7;la;.ehp¢)mg¢ﬂ (3.14)

q

_ 27 _ 27]
P, = E@np(tx qand Py = E@nq(t){ g
where: p and g are BS antennaiindices, i.e. p=1...M and g=1...M and p#q

M is number of antennas at the BS.

The channels h, and h, are scalars. This is because the fading cross-correlation p is usually
defined for a narrowband (i.e. frequency-flat) channel [Abdi02, Aszt96, Ham99, HamoOO,
Salz94, Usyal1]. Consequently for this analysis, the GWSSUS spatial channel model has only
one cluster.

According to Abdi, eg. 3.14 is composed of a LOS component and a diffuse component:

p(t)= pLos(t)+ pa (t)

K *
where: PLOS, =1 1 BLosp Brosg
= s Bl e
Piiffyq = 47 LAt ,p [diffq
K . 2m [
PLOS, :K—ﬂ@XPEJ GZA—@LOS . (rq - rp)%' (3.15)

Assuming the azimuth ¢ and elevation @ arei.i.d. random variables, the expectation of P,

is:

+00 +00 D T |:|
Pdiffoq = 41 D_{o _{o &Pl 92/\— (@gitr Eﬁrq ~Tp )ED% Uy [dg [dO (3.16)
where: fy = pdf of azimuth

fg = pdf of elevation.
In the following two sections a closed-form expression for the fading-cross correlation for a
ULA is derived. The subsequent analysis is based on horizontal wave propagation, i.e., the
elevation is set to zero. Further, the BS and SU are fixed and the Doppler effect is neglected,
since the Doppler variations are slow compared to the burst duration for FBWA systems. It is
assumed that the antenna array consists of omni-directional elements. The azimuth ¢ is a

Gaussian distributed random variable with mean ¢, and standard deviation ¢, i.e

¢~ Nlgo.02 ).
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Fading cross-correlation of the LOS component

base station subscriber
(2 antennas) (1 antenna)

BS

p

BS

Fig. 3-7: MO channel modelling according to Abdi [ Abdi02]

Fig. 3-7 shows the propagation model of Abdi [AbdiO2] applied to the situation where the
subscriber unit has only one antenna (i.e., a single input multiple output (SIMO) channel).
Further assuming horizontal wave propagation (i.e. 6=0), the results from Abdi for the cross-

correlation of the LOS component simplify to:

j 2 . 0

LOS _ |, Ky E_J ﬂ[fmp_fm]_lm”HD[C°4¢g ‘V]E(D
Promalr t)= (K mp + 11K g +2) oD A 0 (317)

e it eodgl —)-coddl -)Jn

In Fig. 3-7 v and y represent the velocity and the direction of the motion of the user,
respectively. Hence assuming afixed subscriber position and neglecting the Doppler (v=0, fp,=0)
eq. 3.17 simplifies to:

Kimp Kimg

Los _ [, ) e V7 P
f"mp,mq‘\/(Kmp K +1)@XPET' y [fmp 5mq]% (3.18)

Where the exponential term accounts for the phase difference between antenna BS, and BS,.
This expression can also be expressed in a form that depends only on the azimuth @ os by
assuming planar wave propagation and that the scatterers are located in the far field as shown in
Fig. 3-8.
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Fig. 3-8: LOS paths when SU islocated in the far field

When the SU isin the far field the following approximation can be applied:
$mp ~Smg =€ 'mp —€ g » CONSEQUENtTY

| :a:f’mq_f’mp

In:d :rmzos(90°—¢|_os):rEﬁn(¢|_os)
Ni:d?=rma

IV:r=a+b

2
Substituting 111 in Il gives: d :%Eﬁn(mos) - a=dEn(pos)

Andin| gives: & y,—& mg =—d En(@Los)

Hence:

K K
_ | mp - mq . . _ . O
pLos—\/(Kmpﬂ)EQKmﬂ)EéxpEJE?Dh(p q)Dj—E'hn(¢Los)E (3.19)

where: p = BSantennaindex, e.g. for dual antennas BS p=1..2

g = BS antennaindex, e.g. for dual antennas BS g=1..2
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m = SU antennaindex, e.g., m=1 for SIMO channels

Letting the K-Factor for each spatial channel be the same, i.e. Knpy=K=K gives:

PLos = KK+1®XDEJ (2 0( p—Q)B}Eﬁn(mos )@ (3.20)
fading cross-correlation of the diffuse component

The correlation coefficient of the diffuse component oy is derived by Asztely in [Aszt96] and
this result can be combined with the correlation coefficent of the LOS component [Abdi02] to
obtain the overall correlation coefficient:

P = PLos * Pt (3.21)
The separation between the antenna elements p and q is d{-p), hence for Rician fading the
cross-correlation of the diffuse component is a scaled version of the one Asztely derived. For
Rayleigh fading the formulain [Aszt96] can be utilized directly.

¢ ~N.93)

_ | 1 0O _ . N\
Pift _\/(Kmp +1)[QKmq +1) DEQXPEJ 20 p Q)%E‘Hn(¢o+¢| )%

_ [ 1 s ~ . \C
Puiff = \/(Kmp+1)EQKmq+1) _LexpEJEEDT(p q)GfTE‘Bn(¢o+¢|)%D

1 H ¢ H
(exp[- ——- [0
Vonpy g 2055

(3.22)

where: @o = mean azimuth
¢, = azimuth spread or DOA spread
@ = normal distributed azimuth with standard deviation ¢s, and zero mean
The derivation of a closed-form expression for g4 is possible through the following
trigonometric approximation [Aszt96] (valid for small ¢,):
sin(o +4;) = sin(go ) ceos(g; )+ cos{po ) sin(g; ) and cos(p; ) =1, sin(g;)=¢;
sin(go + i) = sin(¢o) + ¢i Bos(go)
The whole derivation is somewhat lengthy and can be found in Appendix A. Here only themain

results are presented. Hence the spatial cross-correlation between the fading of the diffuse
component is:

_ | 1 . 0. _ g O
Pdiff = \/(Kmp +1)[QKmq +1) @XPEJ [27'[[@[) Q)/‘ Egn((bo)g
d H

. : (3.23)
1
expérEEIZﬂEﬁp—Q); [eos{go) P 0 E
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Further setting Kn,=Kng=K (i.€., the K-factor for each SU-BS antenna channel is the same)

gives:

1 1 5 ¢2 o
P ——D expEuEZE?I(p q)Bd—E‘hnaﬁ +4, )2 [expT- — -1 (3.24)
TR O ree TS 295
And applying the trigonometric approximation from before:

1 d 0 H

=—— 3.25

Paift = 1®Xpm 2rp- Q)AE‘F‘”(%)E@XPE' L Borrip - q)/]lj:os((bO)WSpgé (3.25)

Again assuming that the K-factor of each SU-BS antenna channel is the same and applying the
trigonometric approximation for both the LOS and the diffuse component, the cross-correlation

paccordingtoeg. 3.21is:

p= KLl@XDDJ[EBT(p q)BO'—E‘I;m(aﬁLos)D+
(3.26)
1 EéxpDJ 2rtfp- Q)d@”@o)D@XDD' Eﬂﬂiﬂp q)= |]:05(¢0 %OBZ%
g 2 O F

where p and q are antenna indices, thus the fading cross-correlation between antenna 1 and
antenna 2 is:

K O . Gd— . o 1
= + e =~ —— [@X ROr [3in +
P=Pros * Pdft =17 IOET'J g (¢LOS)E 1

expgrégznaj— vos(po) By gg
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@xpEr i Eanj—Bhn(gbo)ED

Closed-form expression for the fading cross-correlation pfor 3D wave propagation
In this section a closed-form expression for the fading cross-correlation p is presented which
also takes the elevation @into consideration. Based on [Far97] the steering vector for aULA can

be expressed as a function of the azimuth and the elevation. Hence p,os and pgs for the
situation where K=K,=K, are:

PLos -K—lﬁxle 2n{p-q) Bq[dﬂn (¢0 '105(90)@ (3.27)

where: ¢ ~N[0.92))

6, ~ N(o,eszp)

and, POt —ﬁ[E@XpDJ 20 p- Q)£&n¢0+¢)m:03(90+9)%
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Pt = Kl 1DJ' J'eXD@D?UT(D Q)Gq@n¢o+¢|)@05(90+9)
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i da.
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After some lengthy mathematical derivation (see Appendix A: A.3) this equation can be

(3.28)

transformed into eq. 3.29 using the following trigonometric approximation (valid for small
azimuth ¢, and small elevation 8):

singo +¢;) = sin(go ) Bosl(g; ) + cosl@o ) in(g; ) = sin(go ) + ¢; [eos()
cos(fp +6; ) = cos{6 ) wos(6; ) - sin(6 ) sin(6; ) = cos(6) -6, in(6p)

1 . .
pat = 7 @01 2rifp ) tinfgo) eos(eo) T

K+1
H1 D2 2 2 H Hl Hszp @125 1 (3.29)
ngz%ﬂ[ﬂp‘@%@sy)% [¢os® (¢) eos (QOE@XpEZ_Gb—'E b

where: a' = 2[tos? (g ) Eos(f, ) in(6, ) + j 2rr{p - q)Bj— @in(g, ) eos(6y)

=12 o) 1, ] eos?(go)rsn?(or) 2192

3.3.2.3 Gaussian angle of arrival model

The Gaussian angle of arrival (GAA) model is a specia case of the GWSSUS model. In the
GAA model it is assumed that the power of a certain cluster, and the distribution of this power,
with respect to the azimuth is Gaussian with a certain mean and standard deviation [Zet97]. The

derivations in the previous section deal exclusively with the GAA case.

3.3.2.4 Model parameters and assumptions for simulating a FBWA uplinlz

For this simulation model the attenuation factors for all scatterers are set to unity, i.e., bglﬁ =1lin

eq. 3.11. However each scatterer has a random phase ¢ ~U(01). The same modelling

approach was used in [Khat01]. Schulze proposes a similar model for Monte-Carlo simulation
of the radio channel for single antenna systems in [Schulz89]. Again the attenuation factor for
each path is set to unity, but the phase is a random variable. However the angular domain is not
modelled. Setting the attenuation factors to unity for modelling purpose is also the approach in
[Par91, Turk91].

It follows from the central limit theorem that the magnitude of the diffuse channel tap vector

components h% in eq. 3.11 and explicitly shown in eq. 3.30 approaches a Rayleigh pdf for

NSC&'[ — 00,
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The physical reasoning behind this modelling is that we assume that each cluster is composed of
a number of rays of approximately the same attenuation. One can imagine that a group of
scattered rays of similar power could emerge from for example atree and arrive within the same
delay bin (i.e. cluster). The GWSSUS model used in this research [Zet97] uses Ng»=50 and this

closely resembles a Rayleigh pdf. It isaso possible to let bgiﬁ be arandom variable with e.g., a

Rayleigh pdf and biiiff 00 [Sal87]. Again with the central limit theorem it can be shown that

the vector components {hy1¢, hume ---, humct tend to a zero-mean complex Gaussian random
variable for Ny — o and hence the magnitude of the vector components follow a Rayleigh

distribution. Such a stochastic process is called a Gaussian wide sense stationary uncorrelated
scatterering process. The addition of huL,SS in eg. 3.11 for K>0 generates a Rice magnitude.

As mentioned before it is assumed that the azimuth ¢ and elevation @ are independent Gaussian
random variables with a certain mean and variance, denoted as;

¢~ Nlpo.02)

6~N(6.62)

Further it is assumed that all the scatterers are in the far field. Thisisjustified if the dimension
of the antenna array is much smaller than the distance from the scatterer to the BS. Hence planar
wave propagation is assumed. Also the narrowband array assumption is utilized. This means,
that the baseband signal can be regarded as constant over the time it takes the electromagnetic
wave to travel through the antenna array. Or in other words, this means that the array size is
assumed to be small compared to the distance covered at the speed of light during one symbol
period.

It is assumed that the FBWA system under consideration in this research uses short bursts for
communication. The radio channel is generally characterised by atime-varying channel impulse
response. However, it is reasonable to regard the channel as constant over the duration of one
burst for FBWA, since the burst duration is very small compared to the temporal variations of
the channel (i.e. Doppler fading rate is very slow for FBWA channels[Erceg01]). This means a
guasi-static analysis approach is taken in this research. However the channel changes randomly
from one burst to another.

In accordance with the SUI channel models [Erceg01] the arrival time of the clustersis fixed.
With the exception of the previous derivations of the fading cross-correlation p, the channel is
regarded as frequency-selective.
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3.3.2.5 Numerical examples of p

Fig. 3-9 shows the absolute value of the fading cross-correlation using the closed-form
expression of eg. 3.26 for different antenna spacings and different azimuth spreads. The
elevation is not modelled here and hence only horizontal wave propagation is considered. The
mean azimuth angle as defined in Fig. 3-5 is 60° for the LOS component and 30° for the diffuse
component. A K-factor of 10 according to the SUI-2 model is used [Erceg01].
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Fig. 3-9: Fading cross-correlation p for a mean DOA of 30 °for the diffuse component and a

mean DOA of 60 °for the LOS component with a K-factor of 10

It is interesting to see that even at an azimuth spread of 40° and an antenna separation of 15
wavelengths, the fading cross-correlation is still 0.91. This holds true as long as the narrowband
array assumption is valid. The deterministic LOS component has a great effect on the
cross-correlation coefficient. This also agrees with the observation, that if a LOS component is
present without any diffuse component, the fading cross-correlation will be unity [Salz94].
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Fig. 3-10: Closed-form expression for pand Fig. 3-11: Closed-form expression for pand
numerical evaluation for a DOA spread of 3° numerical evaluation for a DOA spread of 40°

for scenario of Fig. 3-9 for scenario of Fig. 3-9 (max. error = 2.2%)

A comparison of the closed-form expression with the numerical evaluation for two values of
DOA spread performed using Mathematica? is shown in Fig. 3-10 and Fig. 3-11. The maximum
error stays within 2.2% for these scenarios.
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Fig. 3-12: Fading cross-correlation p for a mean DOA of 30 °for the diffuse component and a

mean DOA of 60 °for the LOS component with a K-factor of 3

2 Mathematica is an integrated environment for technical computing from Wolfram
Research, Inc.
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In order to show the impact of the K-Factor, the fading cross-correlation pis evaluated for the
same settings as for Fig. 3-9, but now with a K-Factor of only 3. This reduces pto 0.75 for large
antenna separations and large DOA spreads. In essence the LOS component introduces a mean

component in |g, whereas the diffuse component causes the fluctuations.
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Fig. 3-13: Closed-form expression for pand Fig. 3-14: Closed-form expression for p and
numerical evaluation for a DOA spread of 3°  numerical evaluation for a DOA spread of 40°
for scenario of Fig. 3-12 for scenario of Fig. 3-12 (max. error = 8%)

Fig. 3-13 and Fig. 3-14 compare the results obtained using the closed-form expression of
eg. 3.26 with the results obtained with the numerical evaluation of eg. 3.21 and eg. 3.22. It is
seen that the maximum error is about 8%.
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Fig. 3-15: Fading cross-correlation p for a mean DOA of 30 °in azimuth for the diffuse
component and a mean DOA of 60 °in azimuth for the LOS component with

a K-factor of 3, the mean DOA in elevation for both componentsis 10°
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Finally, elevation is modelled as well. The same scenario as before is assumed except thistime a
mean elevation of 10° for both the LOS component and the diffuse component is assumed. Here
the closed-form expression evaluates in afew seconds, whereas the numerical evaluation takes a
number of hoursin Mathematica.

— - closed form expression — - closed-form expression

0.95 —— numerical evaluation —— numerical evaluation
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Fig. 3-16: Closed-form expression for pand Fig. 3-17: Closed-form expression for p and
numerical evaluation for a DOA spread of 3° numerical evaluation for a DOA spread of 40°

for scenario of Fig. 3-15 for scenario of Fig. 3-15 (max. error = 4%)

The maximum error observed in Fig. 3-16 and Fig. 3-17 is 4%. Again the closed-form results

agree closely with the numerical evaluations.

3.3.3 Ray tracing simulation

Ray tracing is the most accurate simulation based method for a particular environment, but also
the most computationally expensive. A ray tracing simulation is mainly used for predicting
signal strength in a geographic area and is subsequently used to determine suitable BS
placement [Ver02a, Ver02b, Erceg97, Wright98]. Ray tracing uses maps, usualy in a digital
format, to predict the propagation in a certain wireless environment and is therefore a
deterministic channel modelling approach. Ray tracing tools are capable of generating the
channel impulse response for a specified environment [Ver02a, Ver02b, Fort95, Sei94].

In [Ver02a, Ver02b] ray tracing is used for automatic BS placement. Unfortunately, diffraction
and scattering are not modelled, but these two propagation mechanisms are significant for
FBWA channels [Cros00, Erceg99, Erceg0l1]. In [Tame98] foliage (e.g. trees and hedges) is
taken into account in the ray tracing model and is shown to have a significant impact on model
accuracy when compared to measurements in rural and urban environments.

Aswell asbeing used to predict signal strength and coverage for BS placement the Wi SE toolkit
also enables realistic capacity simulations to be performed [ Chuah00, Ling01].

Despite the strength of ray tracing for optimising BS location, ray tracing is not usually used for
simulating the small scale fading effects pertinent for assessing equalization and space-time

processing algorithms. These algorithms are usually tested over a variety of channel conditions
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and therefore statistical channel models (e.g. such as those in section 3.3.2) are the preferred
choice. Another reason is the very high computational complexity of ray tracing compared to
statistical channel models. For example the ray tracing tool of Verstak [Ver02a, Ver02b] runsin

parallel on a 200 node Beowulf cluster of Linux workstations.

3.4 Conclusions

Channel modelling approaches appropriate for the uplink of FBWA systems have been
presented. The origina GWSSUS channel model from Zetterberg [Zet97] is modified to
accommodate Rician fading and FBWA channels. The combination of previous single antenna
measurement results for FBWA environments [Erceg01] with the GWSSUS channel model has
resulted in a statistical channel model for FBWA systems.

Via a trigonometric approximation a closed-form expression for the fading cross-correlation p
for multiple BS antennas has been derived. This approximation holds when the DOA spread is
small, which is usually the case for the macrocells typica for a FBWA network. The
closed-form expressions presented for Rician channels using the GWSSUS channel model has
not been previously derived. This expression permits the fading cross-correlation o to be
quickly evaluted for both 2D (horizontal) and 3D (both horizontal and vertical) wave
propagation.

Redlistic assumptions for simulating the FBWA uplink are summarized in section 3.3.2.4.
Numerical examples are given in section 3.3.2.5 for p in selected environments. The derived
closed-form expressions are compared with numerical evaluations performed using
Mathematica. It is seen that the closed-form expressions are accurate if the DOA spread is low,
which is a reasonable assumption for reception at a BS where the antenna is placed above the

heights of the roof tops.
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Chapter 4
Equalization Requirement S‘cucly for Single
Antenna MMDS FBWA Systems

4.1 Introduction

In order to be competitive, FBWA systems must offer similar data rates to their wireline
counterparts. At high data rates, the 1Sl induced by the dispersive channel becomes a severe
problem. The delay spreads associated with such channels can be detrimental when high data
rates are considered. The key building block in combating ISl is the equalizer. The higher the
data rate, the more complex the equalizer. Dependent upon terrain and land use, the propagation
characteristics of FBWA channels can vary from Rician through to Rayleigh (ie, from LOS to
NLOS operation). In order to represent these quite different propagation characteristics two
channel models are used, namely SUI-2 (i.e. Rician channel) and SUI-3 (i.e. Rayleigh channel)
([Erceg01] and also see Chapter 3, section 3.2). In this study the trade-off between equalizer
complexity and performance for FBWA systems is investigated.

Standardization of FBWA systems is currently carried out by the IEEE 802.16 Working Group
on Broadband Wireless Access Standards [IEEE802]. It shows that neither single-carrier nor
multi-carrier systems are ideal for all operating frequency ranges. Sometimes multi-carrier
systems show an advantage and in other situations single-carrier systems prove better. Further,
choices regarding time-domain or frequency-domain equalization, the type of equalizer and the
tap-update algorithm widens the design space. Factors such as LOS and/or NLOS conditions,
the frequency band, as well as the required data rate determines which approach is the most
suitable one.

This chapter examines time-domain equalization for single-carrier single-antenna MMDS
FBWA systems. A linear equalizer with least mean square updating (LMSLE), a LMSDFE, a
decision feedback equalizer with recursive least square updating (RLSDFE) and a LSLDFE are
considered. In the literature, the LSLDFE equalizer has not previously been considered for
MMDS FBWA systems. It is shown here that the LSLDFE is actually a good choice for MMDS
systems. First the algorithms studied are presented in section 4.2. Then the simulation
parameters and the assumptions made are discussed in section 4.3. The performance of the
different equalizers is measured in terms of their convergence time, Ps and complexity. These
performance measures are presented in section 4.4 and 4.5. Finally in section 4.6, conclusions
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are drawn upon which time-domain equalizer is the most suitable for single carrier FBWA

systems.

4.2 Algorithms studied

The LMS and RLS agorithms used in this ssimulation are based on [Hay96] and the LSL
algorithm is based on [Ling85]. A similar study of these algorithms is also presented in
[Naray96], but not explicitly for FBWA systems. Also an equalization requirement study is
presented in [Dane96], but only for the LMS agorithms and a DFE arrangement for indoor
wireless environments. The stepsize of the LMS agorithm is 0.01 and the weighting factor for
the RLS and LSL is0.99. The maintap (or equivalently the decision delay) for both algorithms
is set to be equalizer tap 6 when using the 8 FF tap, 7 FB tap DFE architecture, denoted as
DFE(8,7). For the DFE(16,12) architecture, the maintap is set to be equalizer tap 11. The LE has
either 15 taps or 28 taps depending which channel (SUI-2 or SUI-3, respectively) is to be
equalized. The Rayleigh channel SUI-3 is more hogtile than the Rician channel SUI-2
([Erceg01] and see also Chapter 3, section 3.2) and demands longer equalizer structuresin order
to achieve satisfactory performance.

The LSL agorithm belongs to the family of fast RLS algorithms. These are RLS algorithms
with alinearly increasing complexity with the number of equalizer taps. Further background on
the LMS, RLS and LSL algorithm can be found in Chapter 2 and [Ling85, Lee97].

4.3 Simula’cion model and simulation parameters

The simulation model used in this study is shown in Fig. 4-1. The figure depicts asingle-carrier
FBWA system with time domain equalization. The advantage of such a system design is that
powerful equalization architectures and tap update algorithms exists. Further, a cost effective
system design is possible because components such as the power amplifier do not have to be
highly linear and therefore expensive. However the biggest disadvantage of a time domain
approach is its complexity for channels with severe multipath delay. To overcome this problem
the complexity is reduced via the use of a fast RLS algorithm, namely the LSLDFE. Another
observation, which favours the use of time domain equalization is that only a very few FBWA
channels exhibit very severe multipath [Port00]. Porter reports in his measurements that for
omnidirectional antennas at the SU, only 4% of the measured channels had a Dgrys > 1us for
LOS conditions and 10% had a Dgys > 1us for NLOS conditions. When a directional antennais
employed at the SU, no single channel observation had a Drys > 40ns for LOS conditions and
only 5% had a Drys > 1js for NLOS conditions.
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Fig. 4-1: Smulation model

Other possible approaches include the application of a orthogonal frequency division
multiplexing (OFDM) system or a single carrier system with frequency domain equalization.
Both alternatives have their advantages and drawbacks:

An OFDM system has the big advantage, that it can mitigate the delay spread problem. On the
other hand, an OFDM system is potentially more costly than a time domain approach, since it
requires highly linear power amplifiers. Further its sensitivity to frequency offsets requires an
accurate automatic frequency control. Additionally the cyclic symbol extensions required to
‘absorb’ delay spread reduce efficiency.

Single carrier frequency domain equalization is less sensitive to transmitter non-linearities and
to phase noise than OFDM and is a promising approach for severe multipath channels
([Erceg01]: e.g. SUI5, SUI6). Unfortunately, a DFE is not straightforward to implement in the
frequency domain, and hence linear equalizers in the frequency domain are common.
Unfortunately, the linear equalizer yields very poor error rate performance on channels that have
spectral nulls [Ling85].

The time-domain system studied in this thesis uses QPSK modulation with a symbol rate of 5
MS/s, giving a gross data rate of 10Mb/s. The two root raised cosine filters at the transmitter
and at the receiver have aroll-off factor of 0.35, use 20 samples per symbol and are truncated to
atotal length of 200 samples. A 5MS/s rate is compatible with the BMHz channel bandwidth
specified by the federal communications commission (FCC) for the MMDS band [UBSO01,
Beny00Q]. Hence to achieve higher data rates high order modulation schemes such as 16 QAM or
64 QAM will be required. Further assumptions are that burst mode digital communication is
used and that the channel stays constant during the reception of each burst.

4‘4 Performance

The performance is measured in terms of convergence speed and probability of symbol error.
The convergence plots are evaluated at a SNR of 20dB at the equalizer input. The equalizers are
trained for either 700 or 1200 symbols, for the SUI-2 channel or the SUI-3 channel,
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respectively. A large number of training symbols is chosen in order to make sure that the
equalizers are fully converged. The payload is set to 10000 symbols and 200 symbols are
reserved for synchronization. The convergence plots are the result of averaging a total of 500
channel realizations and the probability of symbol error results are evaluated using atotal of 250
packets. It is advantageous to have an equalizer as short (i.e., as few taps) as possible, since the
longer the FF-filter, the higher the noise enhancement. The equalizer architectures are chosen
based on a number of convergence test runs with various equalizer lengths and then the shortest
equalizer architecture is selected based on the MM SE. By conducting a hnumber of convergence
simulations with various FF and FB-filter lengths it has been determined that a minimum
equalizer length of 15 taps is required for the SUI-2 channel and that a minimum equalizer
length of 28 tapsis required for the SUI-3 channel.

First, the results for the SUI-2 channel model (i.e., Rician channel) are presented followed by
the results for the SUI-3 channel (i.e., Rayleigh channel).
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Fig. 4-2: Convergencerate for channel SUI-2:
a) RLSDFE, b) LS.DFE c) LMSDFE and d) LMSLE

The convergence plots of Fig. 4-2 show that the RLSDFE is the fastest converging equalizer,
followed by the LSLDFE, the LMSDFE and then by the LMSLE. For example in order to
achieve a MSE of 10" the RLSDFE needs 28 symbols, the LSLDFE needs 65 symbols, the
LMSDFE needs 197 symbols and finally the LM SLE needs 207 symbols. The LM S algorithmis
seen to converge very slowly for the SUI-2 channel. Further the results indicate that the LM SLE
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shows poor performance and is therefore not suitable for MMDS systems. Additionally the
LMSLE converges to a higher MSE and hence will show a worse Ps compared to the other

equalizers.

—— detected symbols feedback
--- correct symbols feedback

SNR [dB]

Fig. 4-3: Probability of symbol error for channel SUI-2:
a) matched filter bound for AWGN channel, b) RLSDFE,
c) LSLDFE, d) LMSDFE and €) LMSLE

Fig. 4-3 gives Ps as a function of SNR with the SUI-2 channel. Curve @) shows the theoretical
performance of QPSK without ISl according to [Gib97]:

Ps= erfc%/ NR & nEE% 4.1
mZ

where: Ps = probability of symbol error

erfc = complementary error function

SNR =signal to noise ratio
It is seen that all the DFE arrangements (RLSDFE, LSLDFE and LM SDFE) have a similar Ps.
Hence the main advantage of using the LSL and the RLS compared to the LM S algorithm isthe
increased convergence speed, since the Ps performance of all the equalizers is more or less the
same. Comparing the simulated results with the theoretical Ps of QPSK in the absence of IS
[Gib97], one sees that the DFES come very close to this ‘best case’ performance. The LE
exhibits a poor Ps and hence is not powerful enough for MMDS FBWA systems. The dashed
lines show the performance if the correct symbols are fed back in the FBF. Comparing this
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performance with that achieved when the detected symbols are fed back it is seen that the effect
of error propagation in the DFE isinsignificant for the SUI-2 channel.

Next the equalizer performance the SUI-3 channel (Rayleigh) is investigated. The convergence
plots of Fig. 4-4 show the same trend as for the Rician SUI-2 channel. However, it is seen that
all the equalizers need dlightly longer to converge in response to the more hostile channel
conditions. For example in order to achieve a MSE of 10™ the RLSDFE needs 52 symbols, the
LSLDFE needs 77 symbols, the LMSDFE needs 267 symbols and the LMSLE needs 370
symbols. The SUI-3 channel is much more of a problem for the LE then the SUI-2 channel, i.e.,
the MMSE for the LE is very high. Also the MM SE of all equalizersis slightly higher than for
the SUI-2 channel. Consequently the Ps performance for the SUI-3 conditions will also be
worse than for SUI-2.
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Fig. 4-4: Convergencerate for channel SUI-3:
a) RLSDFE, b) LSLDFE c) LMSDFE and d) LMSLE

Fig. 4-5 shows the Ps of the investigated equalizers for the SUI-3 channel. Again, curve a)
shows the theoretical performance of QPSK without 1Sl according to eq. 4.1. The Ps of the
DFEs is now further away from the theoretical bound. This is because the SUI-3 channel is
more hostile and has stronger multipath components resulting in more severe ISI. As before it
can be observed that all the DFE arrangements show a similar Ps performance. However, the
LMSLE is not powerful enough for the SUI-3 channel and fails to deliver adequate
performance. Again the dashed lines show the performance if the symbols fed back are correct

and the solid lines show the performance in decision directed mode (i.e., the detected symbols
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are fed back). Comparing the performance when the correct symbols are fed back with that
when the detected symbols are fed back it is seen that the effect of error propagation in the DFE

is more evident, certainly more so than for the SUI-2 channel.
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Fig. 4-5: Probability of symbol error for channel SUI-3:
a) matched filter bound for AWGN channel, b) RLSDFE,
c) LSLDFE, d) LMSDFE and €) LMSLE

Although the Ps of the LMSDFE is similar to the other DFES, this will not be the case for a
system with a short training sequence length (see Fig. 4-2 and Fig. 4-4). In this case the
LMSDFE will not be fully converged, when switched to the decision directed mode. Here
convergence speed is emphasized with regard to Ps, because for FBWA systems bandwidth is a
scarce resource and fast converging algorithms are therefore essential particularly in the uplink.

4.5 Complexity

In this section the computational complexity of the LMS, RLS and LSL tap-update algorithmsis
discussed. In FBWA systems complexity is a crucial issue and therefore low complexity
algorithms with good performance are vital. The complexity curves are shown in Fig. 4-6. In
these curves it is assumed that for the LSLDFE the FB filter length is equal to the FF filter
length. The quoted numbers on the curves are the complexity when using the equalizer

architectures of the previous simulations.
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Hence from Fig. 4-6 and Table 4-1 the complexity for equalizers with a total of 15 tapsin the
SUI-2 channel is 630 operations per output for the RLS, 378 operations per output for the LSL
and 31 operations per output for the LMS algorithms. The equalizers appropriate for the SUI-3
channel (i.e., with a total of 28 taps) have a complexity of 2086 operations per output for the
RLS, 717 operations per output for the LSL and 57 operations per output for the LMS
algorithms.
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Fig. 4-6: Complexity: a) LMS b) LS. and c) standard RLS (for equations see Table 4-1)

Algorithm Operations (Total) Divisions
LMS 2-Ntaps+1 0

RLS 2.5-Ntaps’+4.5-Ntaps 2

LSL 18-FF+39-FB-39 2-FF

Table 4-1: Arithmetic operations per sample [ Ling85]

The complexity of the LSL is about half that of the RLS for the SUI-2 channel and for the
SUI-3 channel the complexity of the LSL is nearly 3 times lower than RLS. Thus for MMDS
systemsit is clear that an RLS algorithm with alinearly increasing complexity (e.g. LSL) offers
the best performance/complexity trade-off. In this case LSL offers similar performance to RLS,
but with greatly reduced complexity.

The complexity of the LMS is very low for both channels considered. However, despite the
advantage of the low computational complexity, the LMS algorithm does not offer an

acceptable convergencerate as seenin Fig. 4-2 and in Fig. 4-4.
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The SUI-2 and SUI-3 channels represent typical FBWA propagation environments. However,
occasionally one may experience much more severe S| conditions, such as those represented by
the SUI-5 and SUI-6 channel models. Time-domain equalization will become very complex for
these channels and further complexity reduction techniques maybe necessary. Specifically:
Complexity reduction may be achieved at the hardware level [Nix96b, Bull99Error! Reference
source not found.], through tap-selective equalization [Ariyad7a], through a special equalizer
architecture [Ariya97b] where no training is needed for the FB-filter or via other fast start-up
techniques [Sell99a, Sell99b].

4.6 Conclusions

The lattice equalizer (LSLDFE) has not been considered previously for use in FBWA systems.
It is seen that for the MMDS system the lattice equalizer offers an excellent
complexity-performance trade-off. Although the LMSDFE offers similar Ps performance, its
convergence speed is much slower. Comparing the LSLDFE with the RLSDFE, the LSLDFE
has a superior complexity versus performance trade-off. It is also seen that the LE is not
powerful enough for the studied FBWA channels and it shows especialy poor performance in
the case of the SUI-3 channel.

High order modulation schemes such as 16 and 64 QAM as well as higher data rates will be the
next step. However, to achieve low error rates at acceptable SNRs it is likely that multiple
antennas will be necessary. Multiple antennas at the BS are the subject of the remainder of this
thesis and specifically the subject of single-user detection utilising multiple antennas is
addressed in Chapter 6, section 6.3.1.
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Chapter 5
Cross—Correlation Channel Estimation for

Multi-Antenna Fixed Broadband Wireless

Access Base Stations

5.1 Introduction

Installing multiple antennas at the BS enables SDMA in the uplink for FBWA systems. Many
space-time equalization algorithms require a good estimate of the channel impulse response.
Additionally, a good estimate of the channel impulse response is vital for successive
interference cancellation, a technique, which will be described later in chapter 6. A low
complexity solution for channel estimation for application to multi-user detection using a BS
with multiple antennas is therefore sought.

Single-user cross-correlation channel estimation is a standard technique for obtaining a good
estimate of the channel impulse response [Benv84, L093, Sell99b]. Unfortunately, the standard
cross-correlation channel estimation for a singe-user system cannot be directly applied to
multi-user SDMA/TDMA FBWA systems using multiple antenna arrays. This chapter describes
an extension of the single-user cross-correlation channel estimation technique to multi-user
systems. The proposed cross-correlation method is compared with full-rank maximum
likelihood (FR-ML) channel estimation [Nicol0l] and it is seen to achieve the same
performance as the FR-ML method, but with reduced complexity.

Table 5-1 shows various system configurations, categorized by the number of transmit and
receive antennas. For single-user SISO channels the original correlator based method can be
used directly [Benv84, Sell99b]. However, when multiple SUs operate in the same time and
frequency slot in SIMO channels, the proposed cross-correlation channel estimation method is
necessary. For the other two types of channels the proposed techniques offers a computational
efficient solution compared to FR-ML approaches when employing multi-user or single-user

detection.

Chapter 5 - Cross-Correlation Channel Estimation for Multi-Antenna Fixed Broadband Wireless Access Base Stations 63



Equalization and Space-Time Processing for Fixed Broadband Wireless Access Systems

system configurations channel
su — L Bs SISO
(single input single output)
S SIMO
SU Y \ BS (single input multiple output)
I MISO
su _:YY = . BS (multiple input single output)
Y MIMO
SuU —:YY % BS (multiple input multiple output)

Table 5-1: various channels for different system configurations

Channel estimation for SIMO SDMA systems has concentrated on maximum likelihood channel
estimation [Lind99]. A similar approach to the one presented in this section has been suggested
for CDMA/TDMA systems [Stein94], however, m-sequences were used for sequence
construction, compared with the optimum complex sounding sequencesin the proposed scheme.
Further the proposed method is derived based on the cross-correlation properties of such
sequences. The authors of [Stein94] on the other hand propose a computationally efficient
implementation of the maximum likelihood channel estimation technique. It is interesting to
note that although Steiner’s method and the proposed method have a very similar structure, the
proposed technique begins from a cross-correlation channel estimation standpoint whereas
[Stein94] begins from a maximum-likelihood channel estimation standpoint. The only
difference in the structure is that Steiner’s method uses cyclic correlators compared to the
conventional correlators used in the proposed scheme.

5.2 Single-user cross-correlation channel estimation

A common technique for estimating the channel impulse response of a linear time-invariant
system, is to transmit a known pilot (or sounding) sequence with good correlation properties.
Cross-correlating the received samples x(k) with the known sounding (or correlation) sequence
[Benv84, Sell99b] yields a good estimate of the impulse response of the radio channel. Digital
sequences with good autocorrelation properties (e.g. pseudo-random sequences) can be used for

correlation-based channel estimation. The received symbol samples are:

Chapter 5 - Cross-Correlation Channel Estimation for Multi-Antenna Fixed Broadband Wireless Access Base Stations 64



Equalization and Space-Time Processing for Fixed Broadband Wireless Access Systems

L

x(k) = ; p(k —i)h(i)+ n(k) (5.1)

where: h(i) = channel impulse response sample
n(k) = AWGN sample
L =length of channel impulse response
p(k) = pilot symbol, andi.e. P=[P,, Pyreres Pyreoms Py 1™ =[5,5,5]"
s = sounding sequence, i.e. S=[S,,S,,....Sy]"

N = length of sounding sequence s
The pilot p in this case is the sounding sequence s repeated 3 times. This extension of the
sounding sequence s is to ensure that there is no degradation due to edge effects or in other
words to ensure periodic correlation properties. The correlator output is given by:

N

Rsyx(i+1):Zs(n)D<*(n+i),i:0,...,2[N (5.2)

n=.

The conjugate of Ry, scaled by N provides the estimate of the channel impulse response:

ﬁ(i)Z%ER;X(HN),i:l,...,N (5.3)

This method has been developed for single antenna systems [Benv84, Sell99b], e.g. systems
where one user is detected at a particular time. Also in these references a pseudo-random noise
sequence is used as the correlation sequence. Although pseudo-random noise sequences give
acceptable channel estimates, the accuracy of the estimate can be greatly increased by the use of
optimum sounding sequences [Ng98a].

The main advantage of the cross-correlation method is its simplicity. Therefore it is a good
candidate for channel estimation in FBWA systems. Unfortunately, the approach cannot be
directly applied to multi-antenna SDMA systems, because without careful design of the pilot
segquence one ends up with a superposition of all the individual user channels. This chapter
presents the extension of the cross-correlation channel estimation method to multi-antenna
SDMA systems.

5.3 Multi-user cross-correla’cion channel estimation

5.3.1 System

The proposed multi-user cross-correlation channel estimation process is designed with the
following system in mind. Each subscriber unit, say, SU, is equipped with one antenna and
transmits the pilot sequence p,, where u=1...U. The BSis equipped with M antennas. Hence

there are U SIMO channels, one for each user. At each antenna of the BS, signals due to U
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channel impulse responses plus AWGN are superimposed, eg. on antenna 1.
hy1+hy1+...+hy 1 +N;. Fig. 5-1 shows the SDMA/TDMA system model.

SDMA user individual
pilot sequences user channels AWGN channel estimation at antenna array
Nl
N A N A
P, > h,, —p| +J N correlator; |Neg1=[Ny 4 Nyq0 o hy4l
A 2
/ ' PN A
» Ny, »(4)———> correlator, |heg,7[hy, Nyp0 -yl
A
L] Ll L]
. o / NA .
. L3 L
N AN AN A
|—> hyw =\—|— correlator,, | Negu =[Ny Noppr - hyl
/ 'y
P, > h,,
> h,,
Ld L]
Ld o
Ll *
h2,M
: oo U = number of users
o o . . M = number of antennas
Py " Ny
> hy,
Ld L]
. .
e L3
hU,M

Fig. 5-1: SODMA/TDMA system model

It is assumed that the system is synchronized, i.e., the individual user signals arrive at the same
time at the BS. For an example system with four SDMA users per TDMA time dlot frame
synchronization is achieved through the frame structure shown in Fig. 5-2.

synchronization channel estimation training data
user, | 5,9:16) s, 5,(1:8) 5, 8,8, t, d,
user,| 000 S,8, S, t, d,
user,| 000 S, 8,8, t, d,
user,| 000 5,5,8, t, d,

Fig. 5-2: SDMA packet

During the synchronization period, only one user, namely user; is allowed to transmit. Note that
the synchronization field of user; is a modified version of sequence s;. It can be seen that

sequence s; is cyclically extended, i.e. [$1(9:16) s; s,(1:8)] Fig. 5-3 shows the correlator output
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on antenna 1 (correlator; output). First the correlator output produces the frame synchronization
pulse. After an interval of 2.5 times the length of s;, known as the mothersequence the channel
estimate appears. The correlator output between the synchronization pulse and the channel

estimate contains inaccurate channel estimates due to aperiodic cross-correlation.
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Fig. 5-3: Correlator output on antenna 1

532 Cross-correlation method

During the channel estimation procedure, each SU,, transmits its pilot sequence p, at the same
time dot and at the same frequency. Each pilot sequence p, consists of the assigned sequence s,
repeated three times, i.e.
Pu={susus}- (5.4)
Thisis done to assure periodic correlation properties. User user, is assigned the mothersequence
s, and al the other users are assigned cyclically shifted versions of the mothersequence.
Following channel estimation further symbols are reserved for equalizer training. Finally the
actual data symbols for each user are transmitted in parallel as shown in Fig. 5-2. After each
SU, transmits its pilot sequences p,, the pilot sequences p, are convolved with the individual
channel realizations that exist between each BS receive antenna m and each user u. Following
the additon of AWGN the received pilot sequence on antenna m can be represented as:
Prxm = uuzlpu Chym*+ Ny, m=1...M (5.5
where: p, = transmitted pilot sequence of SU,

hym = channel impul se response between user u and antennam

N, = AWGN at antennam

* denotes convolution.
For each antenna processing channel there is one correlator, namely correlator,, estimating U
user channels. Each correlator is loaded with the mothersequence s;. Hence each correlator m
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cross-correlates the conjugate of the received pilot sequence pxm With s;. This gives the

cross-correlation R :
Slv prx,m

Rs pon i +1)= ; $1(n)Cpry m(n+i), i =0...2IN (5.6)

n=1

The conjugate of Ry ,  scaled by the sequence length N gives the desired cross-correlation

channel estimate Neg m:

» f 1 * A .
ha,m(u):ﬁmsbpmmo +N),i=1...N (5.7)

The channel estimate heg ,, Obtained on each antenna contains the individual channel estimates

hum Of al the U users:

ﬁest,m :[ﬁlm,ﬁzm,...,ﬁu’m] (58)

In the following section the design of the sequence set S, composed of s;, S, ..., Sy IS outlined.

533 Definitions

In the following discussions periodic auto-correlation and periodic cross-correlation is assumed.

The sequence set Sis defined as:
Dsl,l 51'2 SZL,N B

S ESZl 22 § 2N E (5.9)
D . . . . D
Bui Su2 - sunfH

where the individual sequences for each user u are given by:

Su =[Su1:Su2:--+ SuN] (5.10)

Given a sequence set Sof size U {s,(n)}, u=1...U, each individual sequence having length N,
the definition of the periodic auto-correlation function (ACF, r=s) and the periodic

cross-correlation function (CCF, r#£s) is given by [Sue94]:

Reslr)= 35 () ) 51

where: s(n) = individual symbol of sequence s at sequence index n

r.s=1,2,...,U, i.e. the number of SDMA users

n=12,...,N, i.e. the sequence index
Note, in eg. 5.11 the addition n+71 is performed modulo N. A sequence set is said to be
orthogonal if the set has the following property:

(N for 7=0,r=s
R = ’ 5.12
rsl7) EO for 7=0r#s (.12
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Walsh sequences are examples of such sequences. Further a sequence set is said to be
Z-orthogonal or is a zero cross-correlation zone (ZCZ) sequence set if the set S has the
following property:
(N for 7=0,r=s
Rrs(r):go for 7=0,r#s (5.13)
EO for 0<l|e]<Zz
Where Z is defined to be equal to the minimum value of the Z-zone of the ACF or the CCF
(whichever isthe lower value):
Z=min(Zacr, Zccr) (5.14)
Further s, the first sequence in the set Sis called the mothersequence. Finally, an optimum
sounding sequence is defined as:

[N for T=0,r=s

R ,s(r) =0d

00 for O<|f|<N,r=s (5.15)

The impulsive ACF of eg. 5.15 of an optimum sounding sequenceisillustrated in Fig. 5-4. Such
a sequence is optimal with respect to cross-correlation channel estimation. The sequences

proposed by Ng [Ng98a] have this property.

18

16
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-
N

14+ :

12 - .

magnitude
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T

0POOOOOOOOOOOOODO ' OOOOOOOOOOO OO OF

2 I I I I I
-15 -10 -5 0 5 10 15

Fig. 5-4: Autocorrelation of optimum sounding sequence of length N=16

Fig. 5-5 illustrates the optimal sounding sequence s,=[3302120331001001]. Here, the symbols
are defined as:

0 =+/0.5+/0.5i

1=-V/0.5+/0.5i
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2 = -/0.5-/0.5i

3=+/0.5-/0.5i
The sequences proposed by Ng [Ng98a] belong to the family of poly-phase sequences.
Additionally these complex sequences have constant magnitude. The properties of these
sequences will be used in the next section to construct the sequence set for the proposed cross-

correlation channel estimation method.

mother sequence s,

+1

imaginary

Fig. 5-5: Motherseguence s;

5.3.4 Z.CZ. sequence set construction

The authors of [Ng98a] propose the use of constant magnitude optimal complex sequences for
channel sounding. The method proposed here is based on these sequences, since the
mothersequence s, in the set is derived using the method of construction in [Ng98a]. These
sequences have some very interesting properties which can be exploited for cross-correlation
channel estimation of multiple users. First these sequences have the desirable impulsive
characteristic of eg. 5.15. Also via the shift property of the periodic ACF (of period N), every
cyclically shifted version of such a sequenceis also an optimal sounding sequence:

N . N-cSit .
R s()= 3 s (n)Es(n+1)= 3 s (n)Eg(n+7), r=s (5.16)
n=1 n=1-cSft

In eq. 5.16 cSft denotes the cyclic shift value. Note, a cyclic shift of the mothersequence is the

same as changing the limits of the sumin eq. 5.16. Further all CCFs of the mothersequence with
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cyclically shifted versions have only one correlation peak occurring at 7= cSft with a height of
magnitude N and zero values elsewhere. A positive value for cSft denotes a cyclic shift to the
right and a negative value of cSft denotes a cyclic shift to the left. Thisisillustrated in Fig. 5-6
for a sequence set Sof size U=4 with sequences of length of N=16. Each individual sequencein
the set is cyclically shifted by 4 to the right compared to the previous sequence in the set.

18
R R

16 - %Rl,z ,,Rl,s AR1,4 ORl,l %Rl,z L 13 A L4
14
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10 -
(0]
©
2
s 8r
(@]
£

6,

4

2r z

-

BRADDBDRDRARDRADRRIDARARADRADRDARDRARARRARDRDRDAED

-15 -10 -5 0 5 10 15

Fig. 5-6: Correlation functions of a sequence set of size 4

The correlation property of Fig. 5-6 is an essentia property and having found such a
mothersequence the following recursion is applied, which calculates the relative cyclic shift
values among the sequences in such a way that the Z-zone is maximised. The Z-zone specifies
the maximum channel dispersion, which can be handled by the estimation process. The
following recursion generates three arrays, namely the cyclic shift value array cSft(i), the user
array users(i) and the Z-zone array Z(i):

i=2, cSft(1)=N, users(1)=1, Z(1)=N1

while cSft(i) > 1

cSft(i) = ECBLtg‘l)E

users(i) = o N E
st

Z(i) = cSft(i) -1

[ =i+l

end
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The array users(i) gives the number of SDMA/TDMA users with a maximum channel
dispersion of Z+1, which can be supported by having a relative cyclic shift amongst all
sequences in the set Sequal to cSft(i) resulting in a Z-zone length of Z(i). The recursion is best
explained with an example, e.g. running the recursion for a mothersequence s; of length N=16
gives:

cSft(i) [16 8 4 2 1]

Z(i) [15 7 3 1 0]

users(i) =[ 1 2 4 8 16]

Looking at the array elements with index 3, this means 4 users can be supported by cyclically

shifting every sequence with respect to the previous sequence in the set Sby 4 to theright. This
resultsin a Z-zone of 3 for this set S, This is the example shown in Fig. 5-6 and it can be seen
that all the CCFs have only one peak of height N. It is essential that this condition is fulfilled,
otherwise the channel estimate will have different scaling factors. The magnitude of the CCFs
are bounded by [Sar80]:

|cCFy | < JACF,(0)TACF, (0] (5.17)

x,y|
This means that the maximum height of the CCF is N with two constant magnitude complex
sequences [Ng98a] with length N. Further, the sum of the squared magnitude val ues of the CCF

between two complex valued sequences have an upper and alower bound [Sar80] specified by:

upper bound:

5ok, )F < Ao 0)ncr, 0)+ | 15 A 0 ] o 0 (5.18)
lower bound:

N-1 -1

Z|CCFXy()|22ACFX(O)DACF() \/ Z | ACF,( E{/Ej | ACF,(r (5.19)

When using the optimum sounding sequences of Ng [Ng98a] the upper and lower bound
reduces to eg. 5.20, since the terms in the square roots are zero and therefore the upper bound
and the lower bound are equal:

NZ_1|CCFX7y(rXZ = ACF, (0)TACF, (0) (5.20)
=0

Further, eg. 5.20 states that if the CCF has only one peak and is zero elsewhere, then for
sequences x and y the magnitude of this peak is equal to the square root of the product of the
auto-correlations at time lag 0. Thisis equal to N in this case.
In short the proposed method can be summarized as follow:
1. Generate an optimum mothersequence and construct sequence set S via cyclically
shifting the mothersequence s
2. Assign each user u their pilot sequence p,
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3. Load each correlator with the mothersequence s;
4. The correlator outputs give the cross-correlation channel estimate for al the
SDMA/TDMA users

5.4 FR-ML channel estimation

For comparison, the FR-ML channel estimation method of [Nicol01] is implemented. First the
Toeplitz matrix X“ of dimension WxN composed of the u-th transmitted sounding sequence is
introduced. W is the length of the channel impulse response and N is the sequence length. The
matrix X is obtained by stacking all the Toeplitz matrices of all individual users u:

Ox (O O

o @)

O
x=0""F (5.21)
O

XU
The individua channel impulse responses h,, (see Fig. 5-1) between SU, and the BS antenna

array can be described by the MxW space-time channel matrix H“:

HO) =]hy 1 hy o0 by | (5.22)
All the channel impulse responses of all the users are represented by H, which is obtained by
stacking the individual space-time channel matrices H®:

H=HO 1@,  HO) (5.23)
In thisway, the received symbols'Y can be conveniently expressed in matrix notation:
Y=HIX+N (5.24)
where: N = AWGN matrix of dimension MxN

The FR-ML channel estimate is then computed as follows [Nicol01]:

Hrr-miL = Ryx Ry (5.25)

55 Performance

To study the performance of the proposed method, a mothersequence s; of length N=16 is
utilized. The channel taps are symbol spaced and all the channel impul se responses are four taps
long. The sequence set Sis of size U=4 and contains sequences s,. The following sequences s,
are used:
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(50 [33021203310010010

S

_ %2 %: @r001330212033100D

O

Etgg @1001001330212035
340 a2033100100133025

where: 0=+/0.5+/0.5j
1= -V0.5+V0.5i
2 = +/0.5-V0.5i
3 = +V0.5-V0.5i

The numerical example uses the following Rayleigh channels:
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The error between the estimated channe H and the known channe H is defined as

~ . . o 1 20
/AH =H -H . The MSE isdefined as MSE:Em"AH" g

The following two figures show the cross-correlation channel estimate on antenna 1. Fig. 5-7

shows the performance of the cross-correlation channel estimation if no AWGN is present. It is

seen that the method gives ideal channel estimates in this case. This shows that the sequence

design is optimum and no additional error is introduced due to non-optimum sounding

sequences (e.g. pseudo noise sequences).
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Fig. 5-7: Channel estimate of antenna 1 heg; Without AWGN
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If noise is present the channel estimates degrades. Fig. 5-8 shows the same example with a SNR
of 20dB. Therefore the accuracy of the channel estimate is only affected by the presence
AWGN.
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Fig. 5-8: Channel estimate of antenna 1 hey 1 with a S\NR of 20dB

Fig. 5-9 compares the proposed cross-correlation channel estimation with the FR-ML channel
estimate made according to eg. 5.25. The MSE of the channel estimate at various SNRs is
computed with 100 channel realizations at each SNR. As expected the MSE decreases as the
SNR isincreased. Both methods give the same performance.
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Fig. 5-9: MSE vs. SNR
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5.6 Conclusions

It has been shown how the optimum sounding sequence proposed in [Ng98a] can be extended to
a ZCZ sequence set, which is optimal for cross-correlation channel estimation for SIMO
systems. Once an optimum complex sounding sequence with constant magnitude is found (i.e.
the sequences from [Ng98a]) a ZCZ sequence set is simply constructed by cyclic shifting of this
sequence. The proposed sequence set has the advantage compared to other ZCZ sequence sets
that multiple SDMA channels can be estimated using only one correlator loaded with the
mothersequence s;. The application of the proposed ZCZ sequence set for cross-correlation
channel estimation in a SDMA/TDMA FBWA system shows that highly accurate channel
estimates can be obtained with this method. This method has the same performance as a FR-ML
channel estimate, but with reduced computational complexity.

Note, quasi-static channel conditions are assumed throughout this chapter. With time-varying
channel conditions the channel estimation process will be more complicated. The proposed
cross-correlation channel estimation approach may not lead to very good results in this case and
enhancements may be necessary. For time-varying channels more elaborate methods are

proposed in [Fech94] and references therein.
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Chapter 6
Space-Time Processing in the Uplink for Fixed
Broadband Wireless Access

6.1 Introduction

In this chapter the cross-correlation channel estimation method proposed in the previous chapter
is applied to a complete system. The channel estimation method is used for frame
synchronization, for estimating the power of the individua SDMA user signals and for
reconstructing the interference caused by individual SDMA users at the antenna input.

The idea behind SDMA is to form as many independent channels (usually up to M, where M is
the number of antennas) as possible for the transmission of radio signals at the same time and at
the same frequency. This enhances system capacity by enabling the transmission of M usersin
paralel.

SDMA is implemented in the proposed system by the installation of MEAS at the BS. The SUs
gtill have only a single antenna. The cost, power consumption and also the antenna size are still
aconcern at the SU, and so shifting the processing power toward the BS is a good approach for
FBWA systems. Hence, every uplink, i.e. SU-BS link is a SIMO channel (see Chapter 5,
Section 5.1).

The use of MEAs at the BS of a single carrier TDMA FBWA system is considered in this
chapter. The uplink in this system is investigated and a novel receive diversity system is
proposed. Space-time processing offers an interesting solution to enhance the wireless link
quality, to suppress CCl and to enable SDMA.

The proposed system combines conventional space-time DFEs with SIC. The performance of
the proposed system is investigated via numerous Monte-Carlo simulations and is compared to
that of a conventiona MIMO DFE. It is shown via the simulations that the proposed system
offers an improvement in the Ps for a two-user system (i.e. two users per frequency channel and
time slot) compared to a space-time DFE without SIC. Also the proposed system shows an
advantage compared to a standard MIMO DFE in terms of the Ps.

For training the space-time DFE either the LMS or RLS agorithm is used. The LMS algorithm
shows good performance only when single-user detection is performed. However, for multi-user
detection the RLS algorithm is used to ensure fast convergence.
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First the proposed system and similar systems proposed in the literature are described in section
6.2. Next the system model and SIC are discussed in section 6.2.1 and section 6.2.2,
respectively. In section 6.2.3 the signal ordering technique used in the suggested approach is
discussed. The performance of the proposed system is presented in section 6.3. Prior to the
consideration of multi-user detection, the performance of single-user detection with a standard
space-time DFEs is presented. The system performance for a multi-user SODMA/TDMA FBWA
system is presented for the following situations: a) when conventional space-time DFEs are
employed, b) when the proposed system (i.e. a combination of space-time DFEs with SIC) is
employed and ¢) when a conventional MIMO DFE is employed. Finally conclusions are drawn
in section 6.4.

6.2 Proposed SDMA/TDMA FBWA system

Fig. 6-1 shows the block diagram for a 2 SDMA user system. First cross-correlation channel
estimation as proposed in Chapter 5 is performed. Based on their received power, the individual
user signals are ordered. This process will be explained in more detail in section 6.2.3. First the
strongest user (i.e. user 1) is detected using a space-time DFE. After the strongest user’s symbol
sequence is detected, the SIC stage estimates the interference contribution of the strongest user
with the aid of the cross-correlation channel estimate. The estimate of the interference
contribution from the strongest user is subtracted from the antenna input to form the input to the
second detection stage, where the next strongest user is detected. Although investigations have
been restricted to atwo-user system, this process can be repeated to detect more than two users.
This detection procedure is known as SIC [Verdu98], and will be described in more detail in
section 6.2.2.

base station antenna array

user 1
transmitted RRC
symbols

Cross-
RRC correlation
channel
estimation

user 1
detected
symbols

space-time DFE
user 1

user 2 2
transmitted RRC RRC
symbols

+ iysé generate estimate of
interference contribution
of user 1

user 2
detected
symbols

=™ space-time DFE
user 2

Fig. 6-1: Proposed SDMA/TDMA FBWA system for 2 SDMA users
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A well known space-time system which uses SIC is known as the Bell Laboratories Layered
Space-Time (BLAST) wireless communication architecture [Fosch96, Fosch99, Gold99,
Woln98]. BLAST is a very bandwith-efficient approach to wireless communication. A user
signal stream is divided into a number of sub-streams, which are transmitted in parallel by an
antenna array. The effective transmission rate is increased roughly in proportion to the number
of transmitter antennas. Subsequently a receive antenna array detects these sub-streams. The
original diagonal layered BLAST (D-BLAST) from Foschini [Fosch96] requires advanced
coding techniques (known as space-time coding). Although D-BLAST has communication
efficiency advantages compared to the less compex vertical layered BLAST (V-BLAST)
[Fosch99, Gold99, Woln98g], it istoo complex for practical implementation at the moment. Also
with diagonal layering some overhead isintroduced at the start and at the end of the transmitted
burst [Fosch99].

The V-BLAST wireless communication architecture [Fosch99, Gold99, Woln98] is a less
complex version of D-BLAST. Hence, V-BLAST is more appropriate for FBWA. However,
both systems are narrowband, i.e., they use a spatial equalizer (known as a beamformer) for
receiver processing. For V-BLAST, no inter-substream coding or coding of any kind isrequired,
although conventional coding can be employed for the individual substreams [Woln98]. The
simulation results in [Gold99] show clearly that the use of SIC in the V-BLAST algorithm
greatly improves the block error rate. Boubaker [Bou02] presents an interesting performance
study of V-BLAST over frequency selective channels. Frequency selective channels cause IS
and it is seen that ISl significantly degrades the performance of V-BLAST, particularly in the
case where high-level modulation schemes are used. The delay spread of the channel isacritical
parameter and when it exceeds a certain threshold the system performance is severely degraded.
A very similar architecture to the one presented in this chapter has been published in [Loza00].
The system of Lozano [Loza00] is an extension of the narrowband V-BLAST to wideband
applications. In essence the spatial equalizer from the narrowband V-BLAST system is replaced
by a space-time DFE. It is shown that narrowband V-BLAST suffers severe performance
degradation in the presence of 1Sl. The wideband V-BLAST system proposed by Lozano clearly
outperforms the original narrowband V-BLAST system [Fosch99, Gold99, Woln98] in
frequency selective fading. The signal ordering in [Loza00] is performed in the MM SE sense
(i.e. equivalent to signal ordering based on the output SNR), whereas signal ordering based on
the input receive power is proposed for this scheme. This approachisless complex and it will be
shown to offer a useful performance complexity trade-off compared with the approach in
[Loza00]. Also the equalizer coefficients of Lozano's receiver are obtained through the
Wiener-Hopf solution, whereas here the use of adaptive training algorithms such as the LMS
and RLS algorithm is proposed. The effect of error propagation through the successive stagesis

mentioned in [Loza00], however its effects are not investigated in detail. Lozano also assumes
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ideal channel estimation. However the work to be presented here the performance is given for
both ideal channel estimates and realistic noisy channel estimates, obtained via the scheme
presented in Chapter 5. Another subtle difference isthat every substream in this approach stems
from a different user and multi-user detection is performed, whereas in the BLAST systems,
single-user detection is performed (i.e. every substream stems from the same user). The user
terminals and the BS are equipped with aMEA array in [Loza00], whereas in my approach only
the BS is equipped with a MEA array and all the user terminals use a single antenna. Having
only single antennas at the user terminals keeps their costs low.
Another space-time system, which utilizes SIC has been proposed by Vandenameele [Vande0Q].
This combined OFDM/SDMA approach uses multiple single-antenna user terminals and an
antenna array with A elements at the BS, which not only gives a multiplicative capacity
advantage but also permits inexpensive user terminals. The antenna arrangements used in
[VandeO0] is the same as in my proposal. OFDM employing a cyclic prefix provides an elegant
technique to combat the frequency selective channels found in FBWA systems. In essence the
frequency selective channel is transformed into a set of frequency flat channels, and
equalization is reduced to a set of paralel single-tap multiplications. Vandemeele's scheme
[VandeO0] is studied for an indoor wireless LAN scenario, however it could also be applied to
FBWA, i.e. it provides an interesting system approach for FBWA which employs OFDM and
multiple antennas at the BS. The system proposed in this chapter however gives asingle-carrier
approach for the FBWA application, which also uses a MEA array at the BS. The preliminary
|IEEE802.16 standard for the 2-11 GHz bands currently specifies 3 FBWA system approaches
[EKIOZ]:

1. WirelessMAN-SC2

2. WirelessMAN-OFDM

3. WirelessMAN-OFDMA
The first is a single-carrier approach, whereas the other two are OFDM approaches. In the
WirelessMAN-OFDM approach, multiple access is provided by TDMA, whereas in the
WirelessMAN-OFDMA approach, multiple access is provided by addressing a subset of the
multiple carriersto individual receivers[EkI02].

6.2.1 System model

In the proposed scenario, U SUs transmit simultaneously over their respective frequency
selective channels to a BS equipped with an antenna array. The BS receive antenna array sees
the SU signals transmitted in paralel in the same time dot and at the same frequency
superimposed over each other. The received symbols X can be expressed in matrix notation:
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u
X=N+3YX,=N+HIB (6.2)

u=1
where: NisaM x L AWGN matrix

H isthe M x (UZ) channel impulse matrix incorporating RRC filtering

Sisthe (URZ) x L matrix of transmitted user symbols

X, denotes the part of the signal dueto user u

L isthe total number of transmitted symbols

C isthetotal number of channel taps (i.e. clusters)

U isthe total number of users,i.e.u=1...U

M isthe total number of antennas at the BS, i.e. m=1...M

and:
O, . Wy D

== ) (62)
O - 2 Ohym=lhymi--hyme '
%‘LM U7MD
0S, O By - Suc s,L 4
} o. . . ;0

s=gip Su=pgi to0 (63)
e Ho - sz syp-cuif

Using this notation, the channel impulse response matrix H is composed of the following

individual user channel impul se response submatrices H,;:

Ohyga - hypc O
Hly oMl =D D 9
Huma - hymcH

Where hlm in eg. 6.2 represents a channel impulse response of length C between SU u and BS

antenna m. Parameter C specifies the maximum length of all the individual channel impulse

responses.

6.2.2 Successive interference cancellation

The idea behind SIC is that when the decisions about an SDMA user symbol sequence have
been made, this detected symbol sequence can be used to recreate the interference contribution
of this user. This estimate of the interference contribution is subtracted from the original
received waveform. Supposing that no decision errors are made the interference produced by the
previously detected user will be cancelled. Once the subtraction has taken place, the detection is
performed again with one fewer user (i.e. it is assumed at this stage that the resulting signal is
free from the interference caused by the previous user). Obviously detection errors affect the
performance of the SIC scheme and the effect of error propagation through the SIC stages is
investigated further in 6.3.2.2.
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The first stage in the process utilizes the correlator-based channel estimation method to obtain,
timing synchronization, user channel estimates H,, and an estimate of the users signal power.

Based on the estimated signal power of the users and without loss of generality, the usersin the
proposed SDMA system are ordered from user 1 to user U in such a way that the strongest is
labelled user 1 and the weakest is labelled user U. The detection process starts first by detecting

the strongest signal (i.e. user 1). Then the effect of the strongest user X, on the antenna array

input X is estimated via the following operation:

o %3/1,1 = Yic vt V1L E
X1:H1W1, Yl:D 0 (65)
HO - yi1 - Yii-csf
where: H, isthe channel estimate for user 1 obtained from the correlator

y1 = (y11..- yo, ) @ethe symbol decisions for user 1

X, is then subtracted from X to form the input to the second stage, where user 2 is detected.

This process is repeated until the weakest user is detected. In this way the interference
contributions of all the stronger users are cancelled before the weaker user is detected.

6.2.3 Signal ordering

As previously advocated, a common approach is to detect the individual users in the order of
decreasing receive power [Verdu98]. This form of signal ordering is quite common in CDMA
systems [Yoon93, Verdu98] and it is aso used in the combined OFDM/SDMA approach of
Vandenameele [Vande00]. The SIC process implemented in such a way cancels out more and
more of the strongest interfering signals.

However, the input receive power is not necessarily the best metric to use in all scenarios. For
examplein V-BLAST systems, the signals are ordered based on the output SNR in the maximin
sense [Woln98, Fosch99, Gold99]. In order words, the signal ordering in V-BLAST is based on
the post-detection SNR, i.e. maximization of the worst (minimum) post detection SNR.

Briefly the iterative detection procedure proposed in the suggested scheme isto:

1. Order the received user signals based on their individual receive power Py, (i.e. P, of
user 1> P, user 2> ... > P, of user n)

2. Detect strongest user first (i.e. user 1)

3. Estimate the interference contribution from strongest user (using the cross-correlation
channel estimate)
Cancel the interference contribution from the strongest user (i.e. user 1)
Repeat points 2 to 4 until all the users are detected
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6.3 Simulation Results

In al the simulations QPSK modulation with a symbol rate of 5SMS/s is assumed yielding a
gross data rate of 10Mb/s. RRC filtering is performed at the SU and in each receiver chain (i.e.
antenna) of the BS with aroll-off factor of 0.35. The RRC filters are truncated to 200 samples
and have 20 samples per symbol. These system parameters are appropriate for the MMDS band.
In order to study redlistic system performance the GWSSUS channel model of Chapter 3,
section 3.3.2.2 isused. The power delay profile for each cluster is specified using the SUI-2 and
the SUI-3 channel models [Erceg01]. The number of scatterers Ngo fOr each cluster is set to 50.
Burst mode transmission is assumed and the channel is assumed static during one burst. Table
6-1 gives the GWSSUS channel model angular parameters used for single-user detection and for
user 1 when multi-user detection is being investigated.

power delay profile SuUI-2

cluster €Los e € &

mean azimuth ¢, 60° 30° 80° 40°

azimuth spread ¢, 0° 3° 3° 3°

power delay profile SUI-3

cluster €Los e € &

mean azimuth ¢, 60° 30° 80° 40°

azimuth spread ¢, 0° 40° 40° 40°
Table 6-1: GWSSUS model parametersfor user 1

Table 6-2 gives the GWSSUS channel model angular parameters for user 2:

power delay profile SuUI-2

cluster €L.os € & €

mean azimuth @, 40° 80° 20° 80°

azimuth spread ¢, 0° 3° 3° 3°

power delay profile SUI-3

cluster €Los & € &

mean azimuth @, 40° 80° 20° 80°

azimuth spread ¢, 0° 40° 40° 40°

Table 6-2: GWSSUS model parameters for user 2

Further, horizontal wave propagation is assumed (i.e. elevation @ = 0°) and the antenna array
configuration at the BSisa ULA. Additionally the system is synchronous, so all the individual
user signals arrive at the BS at the same time.
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6.3.1 Single-user detection

6.3.1.1 Convergence investigation

First, the performance of a space-time DFE trained with the LMS algorithm for single-user
detection is studied. A ULA with an element spacing of 0.5 is assumed. Note that for the
MMDS band the wavelength A is approximately 0.12m. The DOA spread is set to 3° or 40°,
depending whether delay power profile of SUI-2 or SUI-3 is used. The other settings are given
in Table 6-1. The small DOA spread together with the SUI-2 Rician channel characteristicsis
representative of agood LOS link. The larger DOA spread together with the SUI-3 power delay
profile models a typical NLOS FBWA link. For the SUI-2 channel, the space-time DFE has 8
symbol spaced FF vector taps and 7 symbol spaced FB taps, denoted as space-time DFE (8,7).
The maintap is set to FF vector tap 6. Note that one FF vector tap has M components, where M
isthe number of antennasin the BS MEA array. The SNR at the input to the antenna array is set
to 20dB where the SNR is defined as the average SNR at each antenna. Fig. 6-2 gives the
convergence curves for this system for various numbers of antennas.

10°

10t

MSE

107}

iy U b AN AN A e Sl
A e A AN T A A T

10°

0 100 200 300 400 500 600 700 800 900 1000 1100
symbols

Fig. 6-2: Convergence curves for space-time DFE (8,7), ULA(0.5 A spacing), DOA spread 3°

for UI-2 channel with: a) 1 antenna, b) 2 antennas, ¢) 4 antennas and d) 8 antennas

It is interesting to see that as the number of antennas increases the convergence rate is
improved, though at the cost of increased complexity. The MSE is also greatly improved when
employing more antennas.

For the SUI-3 channel, two space-time DFE architectures are used: a) the one used in the
previous SUI-2 channel and b) a space-time DFE with 15 symbol spaced FF vector taps and 10
symbol spaced FB taps, denoted as space-time DFE (15,10). The maintap for this longer
space-time DFE is set to FF vector tap 10. Again, the SNR at the input to the antenna array is set
to 20dB. Fig. 6-3 and Fig. 6-4 give the convergence plots for systems @) and b), respectively.
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Fig. 6-3: Convergence rate for UI-3 using Fig. 6-4: Convergence rate for SUI-3 using

space-time DFE(8,7), ULA(05 A space-time DFE(15,10), ULA(0.5 A
spacing), DOA spread 40° spacing), DOA spread 40~
a) 1 antenna, b) 2 antennas, a) 1 antenna, b) 2 antennas,
¢) 4 antennas and d) 8 antennas ¢) 4 antennas and d) 8 antennas

It is seen that the longer space-time DFE architecture is more effective for a small number of
antennas, however for 4 or 8 antennas, the longer DFE has a higher noise enhancement and
hence the MM SE for of 8 antennas is no better than achieved for 4 antennas. For the shorter
space-time DFE architecture the MM SE improves as the number of antennas increases. In this
case noise enhancement is not so detrimental as for the longer DFE. Note, in the case of 8
antennas, the longer space-time DFE has 7 additional vector taps (making a total of 56
additional taps) in its FF section.

6.3.1.2 Prol)a]aility of sym]ool error

Fig. 6-5 shows the Ps as afunction of SNR for different numbers of antennas for the space-time
DFE (8,7) in the SUI-2 channel. The following parameters are chosen to train the space-time
DFE as afunction of the number of antennas:

a) 1 antenna: training sequence length = 1000 symbols

b) 2 antenna: training sequence length = 800 symbols

c) 4 antenna: training sequence length = 400 symbols

d) 8 antenna: training sequence length = 300 symbols
The payload of each burst is set to 4000 data symbols and in addition 200 symbols are reserved
for synchronization and correlation operations. It can be seen that Ps can be greatly improved

for asingle user system by the use of aMEA at the BS.
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Fig. 6-5: Psfor SUI-2 channel

Fig. 6-6 shows that Ps is a function of the input SNR for various humbers of antennas using
either the space-time DFE (8,7) or the space-time DFE (15,10) in the SUI-3 channel. The other
parameters are the same as for the SUI-2 simulation. Clearly the shorter space-time DFE is not
powerful enough for either the 1 or 2 antennas situation. In both cases the short space-time DFE
has an irreducible Ps floor. Making the space-time DFE longer resolves this problem and for 1
or 2 antennas noise enhancement is not an issue. However, for 4 or 8 antennas the longer
space-time DFE does not perform as well as the shorter space-time DFE. In this case the noise
enhancement in the FF section is detrimental when the number of antennasis 4 or more. In the 1
or 2 antennas situation the shorter space-time DFE cannot cope with certain bad non-minimum
phase channels. Such channels have for example the main cursor at tap position 3, and some
pre-cursor echoes. Statistically however, these channels seldom occur with the SUI-3 power
delay profile. The longer space-time DFE can however equalize even these troublesome SUI-3
channel realizations as seen in Fig. 6-6. On the other hand, with 4 or 8 antennas the shorter
space-time DFE is more appropriate owing to less noise enhancement in the FF section

compared with the longer equalizer.
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Fig. 6-6: Psfor SUI-3 channel

Fig. 6-5 and Fig. 6-6 show that the link quality can be greatly improved through the use of
multiple antennas at the BS. MEA arrays open the door for the use of high-order modulation
schemes (e.g. 64-QAM or 256-QAM), where otherwise the SNR necessary to achieve low Ps

with only a single-antenna would be too high.

6.3.2 Multi-user detection

Multi-user detection using SDMA will now be investigated. Signals from multiple users are
transmitted at the same frequency and in the same time dot. At the BS the SDMA/TDMA
receiver separates the individual users. It is assumed that a MAC protocol divides the available
bandwidth into SDMA/TDMA dlots. U-users are assigned to each SDMA/TDMA dlot, which
results in an U-fold bandwidth reuse. The performance of the proposed SDMA/TDMA system
is shown for 2 users and 2 detection scenarios. The first approach detects the 2 usersin parallel
using two space-time DFEs and the second approach detects the 2 users successively using two
space-time DFEs and employing SIC.

6.3.2.1 Convergence investigation

The SNR for a 2-user system with no CCl is defined here as follows:

P
SNR = —1 (6.6)

noise
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where: Puser, = average power of the user 1 signal on each antenna

Proise = @verage noise power on each antenna

The SIR for a 2-user system with no CCl is:

ISer;

P
SR = &1

user,

(6.7)

where: Puser, = average power of the user 2 signal on each antenna

The signal to noise plus interference ratio (SNIR) for atwo user system with no CCl is defined
as.

I:)user;L

SNIR = (6.8)

Puser, + Proise

In the sequel SNR strictly means the SNR for user 1. The SNR of user 2 is actually the SNR of
user 1 divided by the SIR given in eqg. 6.7. Thus, if for example the SNR of user 1 is 20dB and
the SIR is 5dB, the SNR of user 2 is actually 15dB. Further for these settings the SNIR is
4.860B.

Fig. 6-7 shows the convergence plot for a 2-user system for various scenarios using space-time
DFEs (15,10) and the SUI-2 channel. The equalizer maintap is set to FF vector tap 10. These
filter lengths were selected after performing a number of simulations with various DFE
architectures and establishing the minimum MSE. The SNR at the input of the antenna array is
set to 20dB and the signal to interference ratio (SIR) is set to 5dB. The curves are obtained via
Monte-Carlo simulations and averaging over 500 channel redlizations is performed. A
2-element ULA with an element spacing of 10 is employed at the BS. The RLS algorithm is
utilized to train the space-time DFEs for this situation, since the LM S algorithm converges far
too slowly to be practical for a 2-user system. It should be noted that the 2-user system also
requires longer space-time DFES compared to that for the previous single user case. It is seen,
that in all cases full convergence is achieved after 600 symbols. When SIC is performed (i.e.
Fig. 6-7: curve b) and curve c)) the user, training is started 100 symbols after the user;. Thisis
to ensure that the detected symbols for user; are more reliable before training of the space-time
DFE for user, commences. The MMSE of user, is worse than the MM SE of user; owing to the
fact that the SNR of user, is only 15dB. Fig. 6-7: curve b) denoted ‘corSIC’ shows the
convergence plot if the correlator channel estimate is used in the regeneration of the interference
contribution due to user; and if the correlator is also used to estimate the received signal power.
Curve ¢) denoted as ‘ideal SIC’ shows the convergence plot if theideal channel estimate is used
in place of that from the correlator. It is seen that in both cases that the MMSE is improved
though the use of SIC compared to a system without SIC, denoted as ‘noSIC'.

The glitches evident in the figure are caused by error propagation when SIC is used. This effect
has been also investigated in [Vande00]. Looking at each symbol decision when the glitches
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occur reveals that each time the user; detector makes a symbol error, these errors also cause

symbol errors in the user, detector. Thisis, because instead of cancelling interference one adds
interference if the symbol decisions Y; used to generate X; are incorrect. Note also that the

error glitches in Fig. 6-7 appear smaller than they are in reality because the presented
convergence rate curve is the average of 500 realizations. The actual squared error is around 1.5
when such a glitch occurs.
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Fig. 6-7: Convergence plot for SUI-2, ULA(10 A spacing), DOA spread 3°
a) noSC user,, b) corSC user,, ¢) ideal S C user, and d) noSIC user;

Fig. 6-8 shows the convergence plot this time for the SUI-3 channel model. Once again longer
space-time DFEs are necessary for the SUI-3 channel. The FF filter of the space-time DFE now
has 21 symbol spaced vector taps and FB filter now has 14 symbol spaced taps. The maintap is
set to FF vector tap 14. For this more hostile channel the RLS algorithm needs dlightly longer to
converge. However, in both cases full convergence is achieved after 600 symbols. The glitches
seenin Fig. 6-7 are less evident in Fig. 6-8 owing to the higher MM SE, however as shown later
in section 6.3.2.2, error propagation between the SIC stages till occurs. Again the MM SE of
user, is improved through the use of SIC and a small performance penalty is paid when using
the noisy correlator channel estimate. The MMSEs in Fig. 6-8 are dlightly higher than those in
Fig. 6-7.
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Fig. 6-8: Convergence plot for SUI-3, ULA(0.5 A spacing), DOA spread 40 “

a) noSC user,, b) corSC user,, ¢) ideal S C user, and d) noSIC user;

6.3.2.2 Error Propagation through the successive detection stages

In this section the error propagation effects evident in Fig. 6-7 are investigated. The burst
structure and the space-time DFEs are the same as those used in the previous section.
Additionally the error propagation effects for an ideal diversity channel are also investigated. In
this case for each antenna the channel impulse response for an individual user channel is
obtained through an independent realization using either the SUI-2 or SUI-3 power delay
profile. These simulations are identified asi.i.d. SUI-2 and i.i.d. SUI-3, respectively. Again the
SNR is 20dB and the SIR is 5dB. Asin the convergence plots 500 packets (channel realizations)
are transmitted. The error propagation effects for both the ideal channel estimation and
cross-correlation channel estimation are investigated and as before these simulations are
denoted as ideal SIC and corSIC respectively.

In the simulation every detected packet for user; containing symbol errors is marked and the
positions of every symbol error in these marked packets are also stored. Then the corresponding
packets of the user, detector where the user; detector makes symbol errors are investigated.
Again the positions of every symbol error in these packets are also stored. Subsequently the
position of symbol errorsin the user; detector is compared with the position of symbol errorsin
the user, detector and in this way the number of symbol errors, which propagate through from
the user; detector to the user, detector isidentified.
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Table 6-3 shows the number of symbol errors, which propagate from the user; detector through
to the user, detector, identified as SymErrsProp for various scenarios. S/mE”Suserl denotes

the total number of symbol errors made by the user; detector excluding packets where either the
user; or the user, detector fails to converge. This means that the effects of convergence failures
are eliminated from the statistics. In all the scenarios considered in Table 6-3 it turns out that the
user; detector always converges, however the user, detector sometimes fails to converge and

hence these packets are not included in the results. Similarly %/mErrSUserz denotes the total

number of symbol errors made by the user, detector (in only those packets where the user;
detector makes symbol errors). The column headed PerErrsProp in Table 6-3 denotes the
percentage of symbol errors, which propagate from the user; detector through to the user,
detector.

scenario SymErr Suser, SymEr I Suser, SymErrsProp | PerErrsProp
SUI-3, 0.5A, corSIC 234 2083 205 88%

SUI-3, 0.5, idealSIC | 2g7 2321 280 98%

SUI-2, 10A, corSIC 117 120 117 100%

SUI-2, 10A, idealSIC | 117 119 117 100%

i.i.d. SUI-3, corSIC 61 109 52 85%
i.i.d.SUI-3, idealSIC 61 08 50 82%

i.i.d. SUI-2, corSIC 398 406 381 96%

i.i.d. SUI-2,ideaSIC | 39g 409 381 96%

Table 6-3: Investigation of error propagation through the SIC stages

For the scenarios considered almost all the symbol errors in the user; detector propagate through
to the user; detector. For the case of SUI-2 with 2 antennas spaced 10X apart, al user; errors
propagate through to the user, detector, both when using an ideal or cross-correlation channel
estimate. This error propagation behavior is observed with the RLS adaptation using
symbol-by-symbol decisions. Sequence based algorithms such as the Viterbi algorithm may
exhibit different behavior and may be more resilient to error propagation. Unfortunately, due to
the computational complexity of sequence based algorithms (e.g. the Viterbi algorithm) for the
FBWA scenario being considered, these algorithms could not be evaluated using a Monte Carlo
simulation in areasonable time and therefore this matter remains the subject of future work.

6.3.2.3 Probal)ility of symbol error performance

For the Ps curves plotted in this section, the training sequence length is set to 600 symbols and
the payload is 4000 data symbols. Again 200 symbols are reserved for timing synchronization
and channel estimation. Fig. 6-9 shows the Ps for a 2-user SDMA/TDMA system with 2
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antennas at the BS separated by 10X over the SUI-2 channel. Curves labelled corSIC user, and
ideal SIC user, of Fig. 6-9 give the Ps of user, when SIC is employed using ideal and estimated
channels respectively at an SIR of 5dB. For a system having an equal number of antennas and
users, SIC shows a significant improvement. SIC is particularly effective if significant
interference power remains after the space-time DFE, however the overall improvement is
limited to that of the Ps of the strongest user (Fig. 6-9: noSIC user,). The reason for thisis that
al the symbol errors from the user; detector propagate through to the user, detector and cause
symbol errorsto occur there (see section 6.3.2.2).

10°

noSIC user,

corSIC userz

4 idealSIC user
10

noSIC user

10”

Ps

10°

10

10°

SNR in dB

Fig. 6-9: Psfor SUI-2 channel, SR=5dB, 2 antennas, 104, 2 users

Note, the Ps of user; isthe same for al 3 schemes (noSIC, corSIC and idea SIC), since the SIC
stage does not affect the signal corresponding to the strongest user, user;. Hence only one curve
for user; is plotted in the sequel.

Unfortunately under some channel conditions convergence failures can occur even at high
SNRs. However, such channel conditions occur very infrequently for typical fading channels
[Ariya99]. Nonetheless, these convergence failures at high SNR will lead to misleading Ps
curves. In a practical system such convergence failures would be detected by say a cyclic
redundancy check (CRC) and would be overcome using an automated repeat request (ARQ)
process. The ARQ function is typically implemented in the MAC protocol. Table 6-4 shows the
number of convergence failures for the Ps curves of Fig. 6-9. For SNRs in excess of 25dB one
has to check if there are convergence failures to simulate the effect of ARQ activity, since these
convergence failures seriously degrade the Ps curve in the high SNR regime. In other words, the
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Ps curve may be dominated by particularly unfavourable, but rare, channel conditions[Verdu9s,
chapter 3]. On the other hand at low SNR values, convergence failures are usual since the
system gradually breaks down as the SNR decreases. This is evident in Table 6-4 for the
noSIC user, results. At SNR values from 13 to 23 the number of convergence failures increases
as the SNR decreases. The SNR for noSIC user;, corSIC user, and idealSIC user, is high
enough so that no convergence failures occur. However all the SNR points are checked and if a

convergence failure does occur at high SNR values these packets are excluded from the results.

number of convergence failures
SNR noSIC user, corSIC user, ideal SIC user, noSIC user;
13 163 0 0 0
15 73 0 0 0
17 32 0 0 0
19 11 0 0 0
21 2 0 0 0
23 1 O 0 O
25 0 O 0 O
27 0 O 0 O
29 0 O 0 O

Table 6-4: Number of convergence failures for Fig. 6-9

Fig. 6-10 depicts the Ps for the same configuration as before with the exception that an antenna
spacing of only 0.5 is used. Clearly, the Ps performance is significantly worse than when an
antenna spacing of 10 is used (see Fig. 6-9). Hence for the directional LOS SUI-2 channel, a
large antenna spacing is required for good system performance.

Fig. 6-11 shows the Ps for a 2-user multi-detection SDMA/TDMA system with 2 antennas
spaced 0.5[A apart employing space-time DFEs in the SUI-3 channel. For this more hostile radio
channel, the Ps performance is not as good as for the SUI-2 channel. Unfortunately the
performance improvement brought about through the use of SIC is not as marked as before.

Nonetheless the Ps of the weaker user, user, can still be significantly improved with the use of
SIC.
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Fig. 6-10: Psfor SUI-2 channel, SR=5dB, 2 antennas, 0.5/4, 2 users
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Fig. 6-11: Psfor SUI-3 channel, SR=5dB, 2 antennas, 0.5/4, 2 users

Fig. 6-12 and Fig. 6-13 show the Ps performance with the use of 4 antennas with spacings of
0.5 and 100& respectively for the SUI-2 channel. Again, two SDMA/TDMA users are detected

jointly with space-time DFEs. Clearly an antenna spacing of 0.5[A is insufficient for the highly
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directiona SUI-2 channel. Consequently when the SUI-2 profile is used in the GWSSUS

channel it is necessary to space the antennas 10[& apart.

10 p=g=ss=g===cF===cF===—====== =3 10
E=S==o -7 —=— noSIC user, 3 S —&— noSIC user,
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-3 idealSIC user, | 1 -3 idealSIC user,

o~ NoSIC user.
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—o- noSIC user,
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10°

10"

10°

SNRin dB SNRin dB

Fig.6-12: Ps for SUI-2 channel, SR=5dB, Fig.6-13: Ps for SUI-2 channel,
4 antennas, 0.5/4, 2 users SR=5dB, 4antennas, 10/,

2 users

In Fig. 6-12 the 4 antennas are too close together and the space-time DFE is incapable of
significantly suppressing the MAI. Hence after the space-time DFE, MAI is till present and the
SIC stage improves the performance of the weaker user,. However, when the 4 antennas are
spaced 10[& apart (Fig. 6-13), the space-time DFEs greatly suppress the MAL. In this case
virtually zero MAI remains for the SIC stage, and hence the performance is actually not
improved by employing SIC, even though the user, signal is 5dB weaker than the user; signal.

Fig. 6-14 shows the Ps for that same configuration as used previously, with the exception that
the SUI-3 power delay profile is used. The system uses 4 antennas spaced 0.5[A apart with 2
SDMA/TDMA users. As before the SIC stage only marginally improves the Ps performance,
because with 4 antennas and only 2 users the space-time DFEs are capable of suppressing the

MAI leaving virtually nothing for the SIC stage.
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Fig. 6-14: Psfor SUI-3 channel, SR=5dB, 4 antennas, 0.5/4, 2 users

For the scenarios simulated up to now, a significant power difference between the two user
signals (i.e. the SIR=5dB) has existed. Now the Ps is investigated when both user signals have
equal power (i.e. the SIR=0dB) and 2 antennas are employed at the BS. Fig. 6-15 shows the Ps
for this scenario when using the SUI-2 power delay profile. Clearly thereis no longer a stronger
or a weaker user. Statistically sometimes user; is slightly stronger than user, and detected first
or vice versa. Fig. 6-15 clearly shows that for situations where both users have similar signal

powers, SIC does not improve the performance.
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Fig. 6-15: Psfor SUI-2 channel, SR=0dB, 2 antennas, 104, 2 users

Fig. 6-16 shows the Ps for a similar scenario to the previous one with the exception that the

SUI-3 power delay profileis used.
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Fig. 6-16: Psfor SUI-3 channel, SR=0dB, 2 antennas, 0.5/4, 2 users
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At high SNR values the performance is dightly improved by employing the additional SIC
stage after the space-time DFES. However, the improvement is small and therefore it is probably
better to detect the 2 user signals in paralel and not to employ SIC. Therefore a check on the
received signal powers should be performed and only if the SIR exceeds a certain threshold
should SIC be performed.

Finally in this section the system performance in an ideal diversity channel is investigated.
These results are a benchmark for the best possible performances achieved in the channels
having SUI-2 and SUI-3 power delay profiles. With an ideal diversity channel the Rayleigh
component of the fading on each antennais completely uncorrelated.

Fig. 6-17 shows the Ps performance for this situation when using the Rician SUI-2 channel
delay profile, identified asi.i.d. SUI-2. Surprisingly, the performance in this situation is worse
than that of the highly directional SUI-2 channel given previously in Fig. 6-9. The reason is that
when one has independent fading on each antenna the situation can occur where the main cursor
is not the same for each antenna. The space-time DFE has severe problems with such channels.
A second version of the ideal diversity channel for a Rician SUI-2 power delay profiles is
therefore devised. Here only the Rayleigh component on each antenna isi.i.d. and the Rician
component is modelled as in the GWSSUS channel model (see section 3.3.2.2). This channel
model is denoted asi.i.d. SUI-2 v2 and the results are given in Fig. 6-18. The Rician component
is modelled for an antenna spacing of 10[X. It is seen that in this case the performance is slightly
better than in Fig. 6-9, which is expected, because now the Rayleigh component is completely
uncorrelated.
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Fig.6-17. Ps for i.i.d. SUI-2 channel, Fig.6-18: Ps for i.i.d. SUI-2 v2 channdl,
S R=5dB, 2 antennas, 2 users SR=5dB, 2 antennas, 10/,

2 users

Fig. 6-19 shows the Ps results for the ideal diversity channel employing the SUI-3 power delay
profile, identified asi.i.d. SUI-3. The Ps performances presented in Fig. 6-19 are slightly better
than those in Fig. 6-11. So with an antenna spacing of only 0.5[A and an azimuth spread of 40°
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for the SUI-3 GWSSUS channel, the Ps performance is very close to that achievable in the ideal
diversity channel.

Fig. 6-20 shows the Ps for the same arrangement as in Fig. 6-11, but with the exception that an
antenna spacing of 10 is used. Clearly very little performance is gained by increasing the
antenna spacing when using the SUI-3 profile with a 40° azimuth spread. This result is in
contrast to the directional SUI-2 channel results of Fig. 6-9 where a large antenna spacing equal

to 100X is necessary for good system performance.

10° 0

=

—&— noSIC user,
—— corSIC user, |4

F = = = == | - noSICuser,

2

- | < corSIC user, 1 1
-3 idealSIC user, | | = idealSIC user,

10" 10"

S
***** —o- noSIC user,

—o- noSIC user,

10" 10"

L

T

|

|

|

|

T

|

|

|
el

|

|

|

|
G+

|

|

5]

SNRin dB SNRin dB

Fig.6-19: Ps for i.i.d. SUI-3 channel, Fig.6-20: Ps for SUI-3 channel, SR=5dB,

S R=5dB, 2 antennas, 2 users 2 antennas, 104, 2 users

6.3.2.4 2 SIC stages for 2 users

In this section the performance of the proposed space-time DFE system this time employing 2
SIC stages is investigated. Again assuming a 2-user SDMA/TDMA FBWA system, with a BS
employing a 2 element ULA and 2 SUs transmitting in the same time dot and at the same
frequency. In this scheme the strongest user, namely user; is detected first and then thefirst SIC
stage subtracts the interference contribution of user; from the received signal. This signal is
named X;.. Then the second user, namely user; is detected. The second SIC stage generates the
interference contribution of user, and subtracts it from X;,.. Then the strongest user, namely
user; is detected again. The results are denoted as corSIC user; or idealSIC user; depending
whether the cross-correlation channel estimate is used or an ideal channel estimate is used
respectively to generate the interference contribution. Again the SIR is 5dB and the antenna
spacing is either 10 or 0.5[A, depending whether the SUI-2 or SUI-3 power delay profile is
used.

Fig. 6-21 and Fig. 6-22 show the Ps curves for various scenarios using the SUI-2 and the SUI-3
power delay profiles respectively. Clearly, nothing is gained with the use of a second SIC stage.
The reason again is that of error propagation through the SIC stages. Therefore it is best to
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detect the strongest user user; directly from received antenna input and only perform a single

stage of SIC for user,.
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Fig. 6-21: Psfor SUI-2 channel, SR=5dB, 2 antennas 10/4 apart, 2 SC stages, 2 users
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Fig. 6-22: Psfor SUI-3 channel, SR=5dB, 2 antennas 0.5 apart, 2 SC stages, 2 users
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6.3.2.5 Space-Time DFE/SIC compared with MIMO DFE

Finally, the proposed space-time DFE/SIC system of Fig. 6-1 is compared with a MIMO DFE.
The MIMO DFE in this section is of the form shown in Fig. 2-5 where only previously detected
symbols are available for the FBF [Al-Dha00]. Both the MIMO DFE and the space-time DFES
in the proposed system are trained with the RLS algorithm. The RLS algorithm for the MIMO
DFE can be formulated in a compact matrix version [Kom02].

Fig. 6-23 shows the Ps of the MIMO DFE for the SUI-2 power delay profile overlayed with the
space-time DFE results presented previously in Fig. 6-9. The MIMO DFE has a FF section of 2
times 15 vector taps, which corresponds to the FF section of the two space-time DFEs in the
proposed 2-user SDMA/TDMA system. The FB matrix filter has a dimension of 10x4, which
correspond to the 2 FB filters each of 10 taps employed by the two space-time DFEs and 2
cross-decision FB filters each of 10 taps. The main tap is set to FF vector tap 10.

Fig. 6-23 shows that the MIMO DFE has the same performance as that achieved by the 2
space-time DFEs without SIC. However, the proposed space-time DFE/SIC system leads to a
better Ps performance for the weaker user compared to that achieved by the MIMO DFE.
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Fig. 6-23: Sace-time DFE/SC compared with MIMO DFE for SUI-2 channel, SR=5dB,

2 antennas 104 apart, 2 users

Fig. 6-24 shows the Ps of the MIMO DFE for the SUI-3 power delay profile overlayed with the
space-time DFE results presented previously in Fig. 6-11. For the SUI-3 delay profile a longer
MIMO DFE is necessary. Here the FF section has 2 times 21 vector taps and the FB section is
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of dimension 14x4, which corresponds to 4 FB filters each of 14 taps. The main tap is FF vector
tap 14.

For the SUI-3 profile the MIMO DFE has a better performance than the space-time DFE for the
weaker user, user,, when SIC is not used. However, the space-time DFE performs better than
the MIMO DFE for the stronger user, user;. The main result however is that the proposed
space-time DFE system outperforms the MIMO DFE for both users when SIC is employed for
the SUI-3 channel delay profile.
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Fig. 6-24: Space-time DFE/S C compared with MIMO DFE for SUI-3 channel, SR=5dB,

2 antennas 0.5/4 apart, 2 users

6.4 Conclusions

Space-time processing in the uplink of a FBWA system is investigated in this chapter. First, a
single space-time DFE is used to detect a single user employing multiple antennas at the BS and
a single antenna at the SU. An antenna array at the BS improves the Ps performance
considerably for typical FBWA channels, meaning that with multiple antennas at the BS, one
can achieve a certain Ps at a considerably lower SNR. The improvement in Ps performance can
be attributed to the antenna gain and to the diversity gain of the antenna array. The link quality
is greatly improved through the use of multiple antennas at the BS. This can be exploited to
either employ high-order modulation schemes (e.g. 64-QAM, 256-QAM) in order to increase
the data rate, or else to increase the BS cell size leading to a reduction in the total number of
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BSs required. In this chapter, QPSK modulation is used exclusively, and an investigation into
the performance of high-order modulation schemes such as 64-QAM and 256-QAM remains a
subject of future work. It is well known that the FF section of a DFE gives rise to noise
enhancement. The space-time DFE appears particularly sensitive to the length of the FF section
when a large number of antennas is employed. Thus noise enhancement is evident, particularly
for the example using 8 antennas and the space-time DFE (15,10) in the SUI-3 channel (see
section 6.3.1.2). In this situation the shorter space-time DFE (8,7) actualy performs better
owing to less noise enhancement. However, for the case when only 1 or 2 antennas are
employed at the BS the longer space-time DFE(15,10) outperforms the shorter one.

The remainder of this chapter is devoted to multi-user detection in a SDMA/TDMA based
FBWA system. Again, the SU has only a single antenna resulting in low-cost customer
equipment. However, the BS uses an antenna array and is obviously more complex and
expensive. Detecting U usersin the same time slot and at the same frequency resultsin a U-fold
bandwidth reuse. To achieve this a similar architecture to that of wideband V-BLAST of
[Loza0Q] is proposed. In addition, this proposal combines space-time DFEs with SIC. The
performance is shown for: a) detecting U users in parallel without SIC, b) detecting U users
successively employing SIC with the cross-correlation channel estimate and ¢) detecting U users
successively employing SIC with an ideal channel estimate. It is shown that SIC greatly
improves the Ps of the weaker user in a 2-user SDMA/TDMA system when using a dual
antenna array at the BS. Multiple antennas at the BS enable SDMA in the uplink and SDMA
performance can be improved using SIC. Further, it is seen that the highly directional LOS
SUI-2 channel demands a large antenna spacing to achieve good performance, whereas the
NLOS SUI-3 channel which has a large azimuth spread achieves a good system performance
with an antenna spacing of only 0.5[A.

However, the improvement achievable with SIC is limited by error propagation through the SIC
stages as demonstrated in section 6.3.2.2. This is clearly seen in the example using the SUI-2
channel profile. In this case when SIC is employed all the errors from the first space-time DFE
propagate through to the second space-time DFE where the weaker user, user, is detected.
Therefore the improvement is limited by the Ps of the stronger user, namely user;. The error
propagation through the SIC stages is somewhat similar to the error propagation effect in the FB
filter of a DFE. Unfortunately, both effects are hard to study analytically and hence the error
propagation effect through the SIC stages is investigated empirically. The error propagation
effect is seen to depend on the channel transfer function and on the difference in the received
power of the two user signals (i.e. the SIR). Also it is shown that the error propagation through
the SIC stages makes the use of more than one SIC stage for a 2-user SDMA/TDMA system not

worthwhile.
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Also SIC is shown to be effective if there is a significant difference in the received power of the
two user signals. However, if both user signals have equal power, SIC does not offer any
improvement. Therefore a check on the received signal powers should be performed at the
outset, and only if the SIR exceeds a certain threshold should SIC be performed.

The signal ordering algorithm based on the input receive power works well when the number of
antennas at the BS M and the number of SDMA/TDMA users U is the same. Additionaly, a
decision based on the measured received input powers to determine whether or not SIC should
be used appears acceptable in this case. However, if the number of antennas exceeds the number
of SDMA/TDMA users, the space-time DFE suppresses the MAI to such a degree that nothing
is left for the SIC stage. In this situation it is best not to perform SIC. However, the measured
input receive power can be misleading since a significant signal power difference at the input of
the antenna array may not be the case after the space-time DFE. Hence, in these cases signal
ordering and the SIC enabling decision should be based on the output SNR as employed in the
BLAST systems. However, such an approach will be considerably more complex, since the
evaluation of the pseudo-inverse of the matrix channel transfer function is necessary [Woln98g],
or in case of the wideband V-BLAST system, the inverse of the correlation matrix R must be
evaluated [Loza00].

Finally the performance of the proposed space-time DFE SDMA/TDMA architecture is
compared with that of aMIMO DFE, where only previously detected symbols are available for
the FB filter matrix. For the SUI-2 and the SUI-3 FBWA channel delay profiles investigated,
the space-time DFE/SIC approach proposed in this chapter performs better than the MIMO
DFE.
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Chapter 7

Conclusions

Finally the findings in chapter 3, chapter 4, chapter 5 and chapter 6 are summarized.

Chapter 3 reviews spatia channel models for the uplink of a FBWA system. The original
GWSSUS channel model from Zetterberg [Zet97] is modified to accommodate Rician fading.
Rician fading occurs in FBWA environments, when there is a strong LOS component or when
there is a strong specular component. The fading cross-correlation o is an important parameter
in space-time processing systems since the performance of space-time equalization algorithms
strongly depend on its value. The GWSSUS model enables the study of redlistic FBWA
scenarios and the effect of the fading cross-correlation.

A closed-form expression for the fading cross-correlation p is obtained via a trigonometric
approximation. It is seen that this closed form expression holds when the DOA spread is small,
which is the case for macrocells (i.e. the uplink in a FBWA system). The closed-form
expressions presented here for Rician channels using the GWSSUS channel model have not
been previously derived.

Theideal diversity channel isalso discussed. This channel serves as a benchmark and represents

aspatial channel with zero fading cross-correlation, i.e. p=0.

In chapter 4 time-domain equalization techniques for a single-carrier FBWA system with single
antennas at both SU and BS are studied. A computationally efficient RLS implementation,
namely the LSL algorithm is investigated. The LSLDFE has not been considered previously for
use in FBWA systems. Further, conventional LEs and DFEs trained with the LMS and the RLS
algorithm are also studied. It is seen, that the LE always has an inferior Ps performance to all the
DFEs. For the SUI-3 channel, the LE actually fails to deliver adequate performance. This is
because the DFE outperforms the LE in the presence of spectral nulls. Error propagation in the
FBF of the DFE is also studied. It is seen that this error propagation effect is more significant
for the SUI-3 power delay profile than for the SUI-2 power delay profile.

An important result is that the lattice equalizer offers an excellent complexity-performance
trade-off. The DFE trained with the LM S algorithm offers asimilar Ps performance, however its
convergence rate is far too slow for a bandwidth efficient FBWA system. Although the DFE
trained with the RLS agorithm shows a dightly better performance than the LSLDFE, the
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LSLDFE is much less computationally demanding than the DFE using the conventional RLS
algorithm. For the SUI-3 channel the complexity of the LSL algorithm is nearly 3 times less
than the RLS algorithm.

Chapter 5 presents a cross-correlation channel estimation technique for multi-user detection in
SDMA/TDMA FBWA systems. Cross-correlation channel estimation is a common technique
for single antenna systems employing single-user detection. However, for application to
multiple antenna systems employing multi-user detection an extension to the original technique
is needed. It is particularly interesting for FBWA applications, since its performanceis the same
as FR-ML channel estimation, but it has a much lower computational complexity, i.e. only one
correlator is needed for each antenna. Multiple frequency-selective SDMA channels can be
estimated using only one correlator per antenna branch when loaded with the mothersequence
s;. The mothersequence s, is the first sequence in the set S and is furthermore an optimum
sounding sequence [Ng98a).

Hence, the construction of the sequence set Sfor use in cross-correlation channel estimation is
reduced to a number of cyclic shift operations on the mothersequence s;. In this way a ZCZ
sequence set is constructed, which is optima for cross-correlation channel estimation in a
FBWA system having a number of simultaneously transmitting single antenna SUs and a BS
with an antenna array performing multi-user detection. The application of the proposed ZCZ
sequence set for cross-correlation channel estimation in a SDMA/TDMA FBWA system shows
that highly accurate channel estimates can be obtained with this method.

Chapter 6 describes a low complexity space-time architecture for the uplink of SODMA/TDMA
based FBWA systems. The FBWA system has SUs equipped with a single-antenna and BSs
equipped with an adaptive antenna array. First, a conventional space-time DFE is used to detect
asingle SODMA/TDMA user. The antenna array at the BS improves the wireless link quality and
opens the door to the use of high-order modulation schemes (e.g. 64-QAM, 256-QAM) leading
to higher datarates. Alternatively if QPSK is retained the cell size can be extended and so fewer
BSswill be necessary when deploying a FBWA network.

The remainder of this chapter is devoted to multi-user detection in a SDMA/TDMA based
FBWA system employing a combination of space-time DFEswith SIC. Detecting U usersin the
same time slot and at the same frequency resultsin an U-fold bandwidth reuse. The performance
is shown for: a) detecting U users in parallel without SIC, b) detecting U users successively
employing SIC with the cross-correlation channel estimation technique of chapter 5 and ¢)
detecting U users successively employing SIC with an ideal channel estimate. The performance
of a 2-user SDMA/TDMA based FBWA system demonstrates that SIC improves the Ps of the
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weaker user toward that of the stronger user. The penalty paid for using a realistic noisy
cross-correlation channel estimate is shown to be small.

Unfortunately, the Ps performance improvement is limited by error propagation through the SIC
stage. Thisis clearly seen in the example using the SUI-2 channel when employing SIC. In this
case al the errors from the first space-time DFE propagate through to the second space-time
DFE where the weaker user, user is detected. Therefore the improvement is limited to the Ps of
the stronger user, namely user;.

When using SIC, performance is improved if there is a significant difference in the receive
powers of the individual user signals. However, as seen in the performance study, if equal
power users are detected, SIC does not improve the performance and it is better to detect the
equal power usersin parallel without SIC. The proposed architectureis flexible in the sense that
SIC can be switched on or off depending whether or not a significant input power difference is
detected.

SIC enabling and the signal ordering process can be based on the input receive power or on the
post-detection SNR. However use of the post-detection SNR is likely to be more accurate but
also more complex. The BLAST architecture uses post-detection SNR for signal ordering and
could also be implemented in the proposed system at the cost of added complexity. However
signal ordering and SIC enabling based on the input receive power is shown to be effective for a
FBWA system where the number of SDMA/TDMA users is equa to the number of BS
antennas.

When comparing the proposed space-time architecture with a MIMO DFE (where only
previously detected symbols are available for the cross-feedback filters) it is seen that the
proposed FBWA system outperforms the MIMO DFE.

The results in this chapter clearly demonstrate the advantages gained by installing an adaptive
antenna array at the BS, specifically: a) the wireless link quality isimproved and b) higher-data
rates can be achieved through an U-fold reuse of system bandwidth. Clearly the capacity
bottleneck in future FBWA systems can be ameliorated through the use of adaptive antenna
array technology. However, computational complexity remains a burden, particularly when the
number of antennas is large and/or antenna arrays are installed at both the SU and the BS.
Complexity reduction for such MIMO systems remains the subject of future work.
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Chapter 3
Future Worlz

The work presented in this thesis can be extended in many ways. The next obvious step is to
extend the ideas in this thesis to the MIMO case. Multiple antennas at both the BS and the SU
will give rise to even greater capacity and through-put improvements compared with multiple
antennas at the BS alone. However, complexity issues need to be tackled in order to realize
practical architectures. Future work is needed in the following areas.

3.1 Channel Modeﬂing for FBWA MIMOQO channels

In Chapter 3, the GWSSUS modéd is used for SIMO channels, i.e. single antenna SUs and
multi-antenna BSs. The proposed GWSSUS modelling approach can be extended to MIMO
channels (i.e. multiple antennas at the SU and at the BS). Consequently this involves extending

of the closed-form expression for the fading cross-correlation coefficient to the MIMO case.

8.2 Performance Stu(ly of the LSL algoritl'lm

8.2.1 Fractionauy sym]:)ol spaced taps

The equalization study in chapter 4 exclusively uses equalizers with symbol-spaced taps.
Fractionally symbol spaced taps may offer a performance improvement. However, it has to be
determined if the added complexity of the fractionally spaced equalizer is justified. It is likely
that the performance improvement will not be too dramatic, since the system in chapter 4
already uses an oversampled correlator for symbol synchronization and sampling timing
alignment. Since a fractionally spaced equalizer will have more taps than its symbol spaced
counterpart, thiswill lead to areduced convergence speed.

8.2.2 High—order modulation schemes

In chapter 4 the performance of the various equalizers is evaluated for QPSK modulation only.
High-order modulation schemes such as 64-QAM or 256-QAM will offer much higher gross
data rates. However, the SNR requirement for reliable data transfer needs to be investigated for
such high-order schemes.
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8.3 Cross-Correlation channel estimation for MIMQO
FBWA systems

The cross-correlation channel estimation method presented in chapter 5 can also be extended to
a MIMO channel. Furthermore the problem of asynchronous users needs to be tackled. The
method is shown to have the same performance as a FR-ML channel estimation, but does not
require a computationally expensive matrix inversion. The performance study conducted in
chapter 5 investigates a synchronous FBWA system. However an asynchronous FBWA system
will require an increase in the sequence length (i.e. the size of the Z-zone).

8.4 Space-time processing for the FBWA downlink

8.4.1 MIMO pre—cocling

In chapter 6, a SDMA/TDMA system has been proposed for the uplink. However, space-time
processing in the downlink is not addressed. One area of interest thereforeis MIMO pre-coding.
Pre-coding has been investigated for single carrier time division duplex systems [Sell99b] and it
may be possible to extend this scheme to MIMO FBWA systems. Pre-coding enables the BS to
predistort the information symbols in such a way that the SU will receive the individual
information sequences without ISI or MAI. This is possible when the uplink and downlink
channels use the same frequency (i.e. the channel isreciprocal), asin e.g., aTDD system.
MIMO pre-coding has been investigated in [Choi99a, Choi99b, Dege01]. In these papers the
pre-distortion is performed using a space-time linear equalizer. Extensions to MIMO pre-coding
using a DFE could show interesting results.

The application of pre-coding at a BS, which is equipped with an antenna array shifts the
equalization task toward the BS and consequently the SU can either operate without an
equalizer or with one, which is much less complex (i.e., shorter). Somewhat related to the idea
of pre-coding applied to an antenna array is that of space-time coding, which also has great

potential for future research.

8.4.2 Space-time coding

Although the proposed space-time architecture of chapter 6 does not rely on the application of
any coding, this does not mean that coding cannot be employed. It is expected that coding will
improve system performance. For example, conventional coding could be applied to the
individual user data streams. The improvement in terms of Ps can be explored in this context.

Space-time coding is a transmit diversity technique and the downlink of the proposed FBWA

system in chapter 6 is an ideal candidate for the application of space-time coding techniques.
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Space-time codes transmit the information symbols through an antenna array in such away that
both the coding gain and diversity gain at the receiver are maximized. Amongst the space-time
codes available at the moment, space-time block codes appear to be the most appropriate for
FBWA networks. Space-time block codes are designed (as with other space-time codes) to
achieve the maximum diversity order for a given number of transmit and receive antennas, but

subject to the constraint of having a simple decoding algorithm [ Tar99c].

8.5 Improvements for the proposed SDMA/TDMA system

8.5.1 Signal ordering based on the post—detection SNR

As mentioned in chapter 6 signal ordering based on the input receive power can be misleading.
Signal ordering and SIC enabling should be implemented based on the post-detection SNR as
employed in BLAST [Fosch99].

8.5.2 Techniques for preventing error propagation through the SIC
stages

The effect of error propagation through the SIC stages limits the performance of the proposed
system in chapter 6. Techniques for preventing error propagation through the SIC stages are an
interesting area of future research. In [Vande00Q] a state insertion technique is proposed, which
improves the performance.

The scheme investigated in Chapter 6 employs symbol-by-symbol based detection, however it
would be interesting to see if sequence based detection procedures (i.e. Viterbi algorithm) are
more resilient to this error propagation effect. Unfortunately, due to the complexity of the
Viterbi algorithm this could not be simulated in a reasonable time. However in the future with

more powerful computers, such a study can be undertaken.

853 Antenna array at the SU and at the BS

By installing an antenna array at the SU, space-time coding in the uplink in connection with the
multi-user detection scheme presented in chapter 6 can also be explored. This could lead to a
BLAST like system with multi-user detection: Assuming that both the SUs and the BSs are
equipped with antenna arrays, multiple SUs transmitting in the same time slot and at the same
frequency (as in Chapter 6) could now also utilize space-time coding techniques during
transmission. In general aMIMO system (multiple antennas at the BS and at the SU) will have a
higher capacity than a SIMO system (a single antenna at the SU and multiple antennas at the
BS).
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Appendix A
Spatial facling cross-correlation for Rician

channels using the GWSSUS channel model

Azimuth @ is defined along the array normal

Facling cross-correlation Py for the diffuse component

cluster of
scatterers

Fig. A-1: Fading cross-correlation oy

where: ¢ = azimuth
0= mean azimuth
¢, = azimuth spread or DOA spread defined as standard deviation of Gaussian pdf
d = antenna spacing
p and g are antennaindices, e.g. p=1...2 and g=1...2; pZq
Proof that

¢ ~N.43)
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P ~K—lem 2rfp- Q)dﬁﬂn(cbo)DEeXpér Drtfp-a)S Bt05(¢o Rbspgg

using the following trigonometric approximation:

sin(o +4;) = sin(go ) ceos(g; )+ cos{po ) sin(g; ) and cos(p; ) =1, sin(g;)=¢;
sin(go + i) = sin(¢o) + ¢i Bos(g)

According to chapter 4 equation 3.22:
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completing the square inside the integral:
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_ 1 0 a 8
< Pqiff —\/( mp+1)EQK )EeXDDJ 20 p- q)BqEﬂn (%0 gmpgngg—bggﬂ
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| is the integrd from -o to o over a normalized Gaussian pdf with mean
U= E:iZn[ﬁp—q)Bf']-m:os(¢>o)m>§p , which is by definition 1. However the proof is continued and

it is shown in the following that thisis the case. Making the following change of variablesin the

integral:
x=lp, -l
[ee] 2
0 I:;DI H %x

Vo by E 250

Now instead solving I, the integral 12 is evaluated. The reason for that will become apparent in
equation A-8.
2 w 2
|2 20 BZDJ exn@r @dxﬂj ap@ry—z%y
D‘/ETWSPD o 02258 = 0 2050
Changing to polar coordinates (x =r [¢os(a) and y =r [&in(a)) leads:
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of r[dexp[r—gdr Mo (A-8)
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- 12 :H;BZ s =1
Wreg T
ol =1 (A-g)
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Setting Kmp=Kmnq=K (i.€. the K-factor for each channel SU-BS channel is the same):
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p and g are antenna indices. Thus the fading cross-correlation between antenna 1 and antenna 2

is:
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Azimuth @ is defined along the array axis

Now the azimuth is defined along the array axis like shown in Fig. A-2 and Fig. A-3. This
definition of the azimuth was used in [Aszt96, Ert98]. Usually the azimuth is defined along the
array normal [Salz94, Fuhl98, Monz80]. The analysisis similar like the one in the section where

the ‘azimuth ¢ is defined along the array normal’ and is included here merely for completeness.

Fading cross-correlation Pros for the LOS component

SU

‘m (in the far
" field)

Fig. A-2: Fading cross-correlation o os

where: $10s = azimuth of LOS component

d = antenna spacing

p and g are antennaindices, e.g. p=1...2 and g=1...2; p#q
Again the fading cross-correlation of the LOS component is given by:
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os _ [, KmpBKmg o 12 s H A-13
N A= ST A w
I :a:{’mp—f’mq
IN:d=r mOS(¢Los)
m:d?=rm

IV:r=a+b

2
Hintl: d :d?ﬁcos(qﬁLos) ~ a=dos( o)

Inl: &p=&mg =d [eos(¢os) = (a— p)d os(p, os) = ~(p—q) @ Eos(p os)

Hence:

_ . KmpKeg O _ L )
PLoS _\/(Kmp +1)[QKmq 1) @XPEU 2(p Q)G}@Os(ﬂos)g (A-14)

where: p = BS antennaindex, e.g. dual antenna BS p=1..2

g = BS antennaindex, e.g. dual antennaBS g=1..2
m = SU antennaindex, e.g. equals 1 for SIMO channels
L etting the K-Factor for each spatial channel be the same, i.e. K= Kng=K:

K 0 B 0
pLos—K—ﬂﬁxpEJEwr(p Q)G}mos((ﬁLos)E (A-15)
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Facling cross-correlation ,Ofor the diffuse component

cluster of
scatterers

Fig. A-3: Fading cross-correlation oy

where: ¢ = azimuth

@, = mean azimuth

¢, = azimuth spread or DOA spread defined as standard deviation of Gaussian pdf

d = antenna spacing

p and g are antennaindices, e.g. p=1...2 and g=1...2; p£q

Proof that
8 ~Npo2)

o 15 i E
Pt ~K—GEXpDJ 2rtfp-a)2 EEOS(¢0)D®Xpér nifp-q)= Eﬁn¢o %QDE

using the following trigonometric approximation:
cos{o + ;) = cos(go ) osig; ) - sin(go ) sin(g; ) and coslg; ) =1, sin(g; )= 4
sin(go +¢; )= cos(go ) - ¢; Gin(go)

(A-16)

(A-17)
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According to Asztely [Aszt96] and Abdi [Abdi02]:
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In asimilar fashion to the section where the ‘azimuth ¢ is defined along the array hormal’ it can
be shown that equation A-18 evaluates to equation A-19 by applying the trigonometric
approximation A-17.
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L etting the K-Factor for each spatial channel be the same, i.e. Kqp=Kng=K:

i1 (A-20)
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Cross-correlation P

Combining equation A-15 and A-20:
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)d EcoS(¢o)DD (A-21)
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Thus, defining the azimuth along the array axis just changes the sin into cos and cos into sin
compare to equation A-12.
p and g are antenna indices. Thus the fading cross-correlation between antenna 1 and antenna 2

is:
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Fading cross-correlation P when elevation is modelled

PLos = KLH@XF’@ 2rifp -q)B} E'Fiﬂ(czﬁo)EmS(é’o)@ (see Chapter 3, equation 3.27)

Proof:
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