The Design and Implementation of a
RAID-3 Multimedia File Server

Alan J. Chaney, lan D. Wilson and Andrew Hopper
Olivetti Research Laboratory
24a, Trumpington Street
Cambridge CB2 1QA
United Kingdom

Tel: +44-1223-343000
Fax: +44-1223-313542

Email: {iwilson,achaney,ahopper}@cam-orl.co.uk

Abstract

The Olivetti Research Laboratory hagveloped an experimental system
based on intelligent peripherals connected directly to an ATM network. As
well as multimedia modules (e.g. audio and video) the system also includes a
directly connected RAID-3 storage server called the “Disc Brick”. This
paper describes the architecture of the Disc Brick, and discissses of the
hardware and software issues raised by design. It also presents
measurements taken from a Disc Brick in operation, and dischsseshe
observations relate to the original design objectives. Finally, ghper
attempts to evaluate the Disc Brick as part of ORL’s family of directly
connected peripherals.

Introduction

An experimentakystemhasbeen constructed dhe Olivetti Researchaboratory

which aims to provide aich multimedia environmerfor a variety of users [1]. It
utiises ATM communications technology abke basic interconnect both for
computersand multimedia peripherahodules. Eachmodule is made up of a
number of standard component parts: the hardeamsists of an ARM CPU, up to
32 Mbytes of memoryand al00Mbit/s ATM TAXI interface; thdow-level software

consists of a microkernel called ATMos [2] which providesmachanism for

scheduling processeand controllinglow level hardware. In addition there is
provision for interoperation with othetystems byusing protocols such as TCP/IP
and XTP, or distributed platforms based on CORBA.

The ATMos framework is used tomplement both switches (4x@nd 8x8) and
end-point modules (odirect peripherals The modules include ATM video, ATM
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audio, ATM LCD tile, ATM TV, ATM frame store, ATMprocessoifarm and the
Disc Brick, as well as workstations and PCs (see Figure 1).
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Figure 1

This approach has similarities with tBesk Area Network [3] but alsdiffers
from it in importantways.Ratherthanexploding the workstatiomPRL’s approach
is to treat each direct periphemrabdule as a first class ATMbject; furthermore,
most of the traffic from anodule will typically flow to points elsewhere in the
systemand not to anearby PC or workstatiorHowever, aswith the DAN, the
approach uses a network as the peripheral interconnect, and hence is scalable.

The systemhasbeen deployed ithe laboratoryand haseen in use for about 18
months.Some twachundredmodulesandswitchesare availabldor experimentation.
A typical office has four cameras, four speakers, four microphones, a display tile and
a workstation as its multimedia infrastructure. In addition, there are five Disc Bricks
available on the networfor use as multimedia fileservers. Applications in use
include a video-mail system, which takes advantadbedDisc Brick’s performance
by recording severalideo and audio channels simultaneously. Other applications
include a multi-way video-phone which uses foigteo streamsand anaudio stream
between the corresponding parties.

The rest of this paper concentratesare particular directly connected ATM
peripheral: the RAID-3 Disc Brick.

The Disc Brick Filing System

The Olivetti Researchaboratoryhasbeen working irthe multimedia arefor many
years. One of its earlier systems, Pandora [4], relied on a filesertbe fstorage of
audio and video objects. Ittilse filing systemwhich was originally designed for the



PandoraVideo Repositorywhich now runs on theDisc Brick, sincethe overall
requirements for both systems are virtually identical.

The main aims of the filing system design were:

» simple, hierarchical directory structure;
» efficient use of intelligent disc drives;
» efficient handling of both large and small filing system objects; and

» optimisation for sequential, as opposed to random, access.

The use of a conventional filingystem formultimedia datadiffers from the
approach taken by other people. For exampBlerkeley’s Filing System for
Continuous Media [5] makes no attemptl&y the disc out,and relies on pre-
allocating contiguous areas fdata storage. Lancaster's Continuous Media Storage
Server [6] is more sophisticated, finat it keeps a separate directory disc to hold
meta-data, but stiluses fixed contiguouareas on its data discs. The approach
described irthis paper has the advantatat all dataypescan bestored using the
same filing system, without sacrificinghe performancebenefits ofthe simpler
architectures.

Disc Layout Issues

There ardwo importantfactors when icomes tamakingefficient use of intelligent
disc drives. Firstly, there is no point in attempting to optinaiseesses based on a
drive’s physical geometry. Indeed, it is ofteot possible tdfind out the reabrive
geometry: track and sector sparing, automatic sector reassignmeit @ospire to
make the drive’s physical characteristics irreleve@gcondly the actual distéayout
(taking into accounsector interleavand trackskew) is completelyidden from the
user, andptimised forlarge sequentiadccesses. Most drives nowadays Havge
data buffers and perform read-ahead and write-behind. This, combined with “read on
arrival” whichreduceghe effect ofrotational latency, mearibat thebestway to get
optimum performance from them is streamlarge amounts of sequential data in
very much the sameay ashandling a tape. Thepercussions on the filingystem
design are:

» to lay the disc out so that objects are in large, sequential chunks;
» to allocate I/O buffers so that transactions are as large as possible; and

* to minimise the amount of disc seeking.

The algorithm used is straightforward: asswatieew filesare going to be large,
andreserve disc space accordingly. In other words, when allocating space for a file,
reserve a large contiguous chunk at the beginning, and then tise igservation as
necessary. As a file grovextra contiguous chunkare reserved as required, and
when thefile is closedthe unusedpace is freed.This schemehas atendency to
fragment thespace available, buhis is not aproblem sincehe spareblocks are
mopped up as a side-effect of the filing system’s housekeeping operations.



In order to minimise the amount of disc seeking, there is an attempt to store all
the blockswhich comprise ambject as closéogether on the disc gmssible. For
this towork in practice, when a newabject iscreated, it must be positioned on the
disc in an area where there is a reasonable amourbrifguous free space.
Obviously, there is a trade-off between having to seskallamount while handling
an objectand having teseek aarge amount in order to get to it in the first place.
To find an appropriate place for a n@mject, the filing system searches outward
from a known disc position looking fothe area with the largest amount of
contiguous free space, but weightitite results of the search using the inverse
square of theseekdistance. In this mannedjsc fragmentation is kepow, as are
seek distances betweeslated filingsystem objects. Alsdiead scheduling (either
“elevator” or “least seek”) is performed by the disc device driver, reddlbeeffects
of seeking still further.

File Structure

In order to handle largend smallobjects in an efficiemtnanner, anodified version

of the UNIX inodestructure is used. Eadbject isrepresented by headerblock
which contains its length, protectiomode, last modification datnd so on.Only a
small portion of the headdlock is used fothis information, and the remainder is
used to hold pointers tilne objectcontents. As with the inode structure, there are
datablockswhich aredirectly accessibleandthose accessible via oo or three
levels of indirection. To all intents angurposes,this allows objects to grow
arbitrarily, with a maximum of threlevels ofindirection beforereaching theobject
contents.

Optimisation For Sequential Access

Many studies have been madetle pastaboutthe nature of generglurpose filing
systemsand how they are used in practice. Two results are of particular
significance:

» the majority of accesses are read operations; and

» the majority of accesses are sequential.

It was an essentiglart of the filingsystemdesignthat it should be optimised for
this type of use, everthough this can result in a performance degradatiben
randomaccesseare performed. Tthis end, the filingsystem performsead-ahead
and write-behind at the object level, sothat disc operationscan, hopefully, be
overlapped with usedata manipulation. The pipeliningffect obtained by this
technigue means that, assuming the object is reasonably contiguous in layalisc
the required streaming effect can be achieved.

Cache Strategy

One of the more radicalecisions taken whethe filing system was being designed
was to cache header/indirection blocks and directory contentspbiat cacheobject
contents. The justification ithat thedisc performance is worst whehe ratio of
seeking to data transfer i&ry high, andbest whenperforming large sequential
accesses. The former mode of operation is typical ofieneral filing system



housekeeping (for example, when picking up a set of healdeks during a
directory listing), and issomething which is relativelgasy tooptimise using a
cache. The lattehowever, is typical of accesses to objechtents—the layout of
which hasbeenarranged to be asontiguous as possible. Using buffer memory for
read-ahead angrite-behindrather than as a datache allowghe discs to operate
in their most efficientmanner, with theadded bonughat it is notnecessary to
perform a cache search or invalidation for edala transfer—not an insignificant
overhead.

The final vindication of the “everything but data” cache strategy is seen when the
filing system is usewvith multimediaobjects. Video files, irparticular, areoften
tens or hundreds of megabytes in length, and are usually accessed sequentially. Such
usage is guaranteed to flush gagd of data cacheand maintaining a&ache can
only add overhead to what is, essentially, a disc streaming operation. Performance
figures for the filing system running on the Disc Brick are given later in this paper.

Which RAID Version?

RAID is an acronym forRedundant Array of Inexpensive Disled was first
presented in [7]. The methods of organising the dataRAIBR array are of interest.

The aggregate capacity of several drives was desired, and the maximum transfer rate
possible would be achieved by accessatigdrives concurrently. Théwo RAID
configurations considered applicable were:

RAID-3 Byte striping, where wordsare read/written in parallel teeveral
discs, each byte going to a separate disc; and

RAID-5 Sector striping, where each drive has one logical sector.

Previous work [8]has indicatedhat theoptimum performance should be given
by a RAID-5 system. However, this is only applicable:

» for wide arrays (say 9 or more drives); and

» for small transfers (one or two sectors).

In our case it was fethat thecomparative simplicity of RAID-3, coupled with
our need to transfer very large files, made the RAID-3 architecture the most suitable.

Design Criteria for the Disc Brick Hardware

The main design criterionwas to balancethe available disc drive transfer
performance witlthatprovided bythe network interface. At the tinweork started, a
typical high performance disc drive was capable sdistaining transfers of
2.7Mbyte/s. Four such drives in parallel would give an overall transfer rate of around
10.8 Mbyte/s (approximately 90Mbit/s). The ATM network interfadead a raw
transfer rate of 100Mbit/s. Themas a goodmatch between thesdwo figures,
although itwas realisedhat otherfactors (such athe overhead ofmanaging the



discsand thenetwork protocol) would make it impossible to achiévie maximum.
It was also a desigweriterion that thereshould be no performance loss when
operating with one failed drive.

Hardware Architecture
The Disc Brick has the following major sub-systems:

* ARM 610 RISC processor with a 32MHz clock and 32 MB of memory;
* 5x SCSl interface controllers, each with an 8 bit SCSI-2 interface;

* 5x SCSI disc drives;

e parity generation/decoding logic;

« a DMA controller;

e a2kx 32 bit bi-directional FIFO;

¢ an ATM network interface.

A physically compact design was producetilising a number of components
already developed fasther ORL direct peripherals.Five 3.5" SCSI disc drives are
used for the storage of data in the Disc Brick—typically these are S&E2E50N
Barracuda drives, each of 2GB capacity.
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The array is 32 bits wide and requires five separate SCSI ports. Fourdoivise
hold user data (with the fifth holding parity information) givingedfective capacity
of 8GB with 2GB discs.Thefour data drivesareshown as A,B,&Gnd D inFigure 2.
Hardware was designed to generate panityrmation andreconstruct drive data in
the event of failure.

Parity is generated during write operations with singxelusive ORogic. If the
data from one of the drives A to D is to be regenerateeh the datdrom the
remaining threeavailable drives is passebdrough the regeneratidngic together



with the data from the parity driv&his “reconstructs” the datéor the unavailable
drive.

A FIFO is used to buffedata to androm the SCSI ports. Theaetwo possible
data transfer methodgiolled I/O transfers usinghe block transfermode of the
ARM; andDMA. In order to reducéhe interferencketweenthe ATM network and
disc 1/0O, a finegrain bus sharingscheme is used where block operatians split
into a number of small transfers by the logic of the DMA controller.

This technique relies on the utilisation of tmemory bus bythe ARM CPU
being much lesthan100% (due to the presence of its on-chip cacBbgervations
indicatedthat typically only 30% to 50% of the availabl@memory bandwidth was
being used. Th®MA controller was designed to perform a 32 bit winahsfer in
125ns. In théDisc Brick designthe ARM has amemorytransferclock (MCLK) of
16MHz. TheDMA controller is allowed access tbe bus for Jus (16 MCLK ticks)
and then the transfer ssispended for aurther Jus. Allowing for arbitrationdelays,
this gives an effectivesustained DMAtransfer rate ohbout 20Mbyte/d1a good
match for the maximum SCSI bus transfer rate. In the Disc Brick each SCSI port has
a maximum transfer rate of Mbyte/s, which gives a theoretical aggregate of 16
Mbyte/s for 32bit datawords.The dat&or the parity drive is never transferred to or
from the ARM memory, and thus has no effect on overall performance.

Disc Brick Performance

To evaluate the performance of thésc Brick, it is necessary to do mattean just
measure disandnetwork throughput. Eacsubsystem is controlled directly by the
ARM, and hence carries &£PU and memory bandwidth overhead. Similarly,
because ofhe nature of thelevicesthere aregossible interferenceffects(interrupt
latency, for example) which determine the behaviour of the system as a whole. To be
able tounderstand these interfereneiects, it isfirst necessary tanderstand how

each of the subsystems performs in isolation.

Each ATMos systemhas an idleprocess which is executed whenetleere is
nothingelse whichcan be scheduled. The igleocess is written in suchveay that,
by noting thevalue of a singlememory location athe beginning and end of a
performance measurement, it is possibleinfer the average “idleness” of the
processoland memoryduring that time. All themeasured timingshat follow are
also accompanied by an indication of the system idleness, shown as a percentage.

Raw RAID Array Performance

Figure 3 showshe performance of the “rawRAID array. Measurementsere

taken of the time to read/write 50, 180d 1000 Mbytes ofcontiguous discand the
results averaged. Each set of timingsre made fopolled access mode (where the
ARM is responsible fothe FIFO data transfer) anBMA mode (where transfers are
handled by an externd MA controller). In order to illustratehat there is no
performance penalty in data reconstruction, the timings were repeated for a system in
which drive A had been disconnected.
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e Thereadtransfers are entirely SCSI bus limited, since the theoretical maximum
data rate from each drive is only 4Mbyte/s.

¢ The fact thatvrite operations are slower thagad operations is an artefact of
the disc drives themselves—not of the RAID system.

« The effective transfer rates from bgtblledandDMA modes are very similar,
but the variation in CPU loading is dramatic.

Raw Network Performance

Figure 4 showshe effect onoverall system performance of varioasounts of
ATM traffic, in the absence of disc activity. Measurements waaken for
approximately 10, 20, 3@nd 40Mbit/s of continuous network activity, usprocess
to user process.
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Actual bandwidth requirements at the ATM physikegler are some10% larger
than these figures, primarily because of the 5 byte header overheagifpr8 bytes
of ATM cell payload. As can be seen, CPU saturation would be reached significantly
before the theoretical 100Mbit/s limithis isdue to thdactthat theprototype ATM
interface in theDisc Brick generates ainterrupt for every cell received or
transmitted, and that the adaptatilayer processing is performed exclusively in
software.

Filing System Performance

To evaluate the performance of the filisgstem, measurements weedken of the
time to read/write files of 510, 50 and100 Mbytes, and theresults averaged.
Becausecreating a file carries with it a significafiock allocation overhead,
measurements were alsgken of the time toe-write (i.e. write in place) thsame
files. Timingswere alsaaken of the filingsystem performancehen an extra data
copy is involved, for example bysing the ANSI C functionsfread and fwrite
through a “buffered” interface. The results are shown in Figure 5.
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e The CPU overhead of using the filing system rather than the raw disc is not
large—especially foread operations.

¢ Comparison of the write and re-write timings gives some idea of the overhead
involved in block allocation. The filing system always performs block allocation
synchronously to preserve disc integrity, and this has an obvious knock-on
effect.

e The overhead of the extra data copy in each of the operations is highly
significant. Not only is the CPU less idle, but the overall filing system
performance is much lower.



Combined Network And Filing System Performance

The measurements in Figure 6 are identical ta¢hd timingsdescribed above,
but with the added overhead of 10, 20,a8@ 40Mbits of network traffic occurring
in parallel. Thesevalues reflecthe conditions whichwould be found in areal
multimedia file serverand indicate thextent to which disandnetwork operations
interfere with each other.

As can be seen, the filingystem performance degradgsdually as thenetwork
load is increased. This is nohexpected, but it is worth observitige difference
betweerthe raw measuremenamdthose which involve aextra datecopy: here the
performancénasbecomesignificantly worsejndicating thatboth the networkraffic

andthe data copy are interfering with disc activity.
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Other Applications

The Disc Brick is currently being exploited commercially in a collaborative
agreemenbetweenConner Peripherals IncandATM Ltd A range of RAID based
ATM direct peripherals is envisaged. It is ajsart of a“Video on Demand”field
trial in the Cambridge area [9]. Connectivity is being provide@€ambridge Cable
TV set-top decoder boxese beingprovided byOnline Media programme material
is being provided byAnglia Television and networking infrastructure is being

provided byATM Ltd Disc Bricks are also being used in a collaborative project with

the University of Lancaster [10] which is investigatitige issues of storage server
scalability.



Further Developments

Since theconception othe Disc Brick,the media transfer rate from 3.5” didigves
has increasedue to new coding techniquesd greater rotationapeed. Newer,
faster, higher capacity drives are regularly becoming available, and it is esbeitial
the design of thdisc Brick hardwareand software should keep paedth these
developments. Similarly, network technology is changing sufficiently raphaiy it
may soon be necessary to re-evaluate the current 4+1 RAID configuration.

It will be possible both to redud@e costandimprove performance of future
systems. Cost reducticzan beachieved by integratiorthe ARM CPU has avery
smallcore whichcan be integrated together with otlsemponents on a single chip.
Thus ATM modules, including thBisc Brick, can be muchieduced in cost. At the
same time a StrongARM is unddevelopment which is based tme DEC Alpha
CMOS processThis will makeavailable a component with@ock speed of about
200MHz and will provide a performance upgrageth. Similarly,chipsets are
becoming available to redudbe overhead ohandling theATM networkd the
interface to which is the main bottleneck in the current system.

Conclusion

This paperset out to showthat acombined networkand storageobject could be
produced which provided a good balance between the performance of the storage and
the network. Theprototype system wasuilt to demonstrate this—the resutisow

that thedisc sub-system works welnd theARM processor makes an excellent
RAID storagecontroller. However,there is a performandaottleneck inthe ATM
network interfaceNew technologywill shortly be available to improvéhe ATM
performance.

The Disc Brick fits well into the ORL family of distributed ATM peripherals.
With 8GB of capacity, it provides storage for a reasonabteunt of multimedia
data (e.g. approximately 12 hours of MPE@#rcoded video)l'he network interface
can supportabout 40-50Mbit/s of continuous traffic concurrently withigh
performance disc accesses.

The redundancyrovided bythe RAID-3 approach has proved important. The
usage of multimedia data in thugfice environment is suclthat most objects are
large, but have a short life. It &xpensiveandvery time consuming to implement a
comprehensive backup strategy for sdelta—the added reliabilitgnd availability
of the RAID system is helpful.

In conclusion, the ORL Disc Brick provides an efficiandcost effectivestorage
solution in an ATM networked multimedia environment.
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