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Abstract

AugmentedReality (AR) both exposesand supplements
the user’s view of the real world. Previous AR work has
focussedon the closeregistration of real and virtual ob-
jects, which requires very accurate real-time estimatesof
headpositionand orientation. Most of thesesystemdave
beentethered andrestrictedto smallvolumes.In contrast,
we havechosento concentate on allowing the AR userto
roamfreelywithin an entire building. At AT&T Laborato-
ries Cambridge we provide personnelwith AR servicesus-
ing datafroman ultrasonictradking systemcalled the Bat
systemwhich hasbeendeployedouilding-wide

We have approaded the challenge of implementinga
wide-aea,in-building ARsystemn two differentways.The
first usesa head-mountedlisplay connectedo a laptop,
which combinesparsepositionmeasuementsromthe Bat
systemwith more frequentrotational information from an
inertial tracker to renderannotationsand virtual objects
that relate to or coexist with the real world. The second
usesa PDA to provide a convenientportal with which the
usercanquickly view theaugmentedvorld. Thesesystems
canbe usedto annotatethe world in a more-or-lessseam-
lessway, allowing a richer interaction with both real and
virtual objects.

1. Introduction

We perceve therealworld at a muchhigherlevel of de-
tail thanwe canpossiblyhopeto definefor anatrtificial Vir-
tual Environment. We want to be ableto retainthis level
of detail,whilst augmentingt, whereappropriatewith ex-
tra dataobtainedfrom a variety of sensorsystems. Such

contet-sensitve visualisationof data could be useful in
mary tasks,ranging from a technicianfixing a complex
piece of equipmentto a tourist locating objectsin an art
gallery.

In orderto fully determinethe potentialof mobile Aug-
mentedReality (AR), we believe thatit is importantto de-
ploy thesesystemsthroughouta large and populousarea.
The deploymentprocessighlightspracticalissuessuchas
costandeaseof installation.Furthermoreijf largenumbers
of peopleareworking in the augmentedrvironmenton a
day-to-daybasis,we areforcedto considerthe socialinte-
grationaspect®f thesystem.

We also believe that a properly-designedAR system
couldbethoughtof asaninstanceof a UbiquitousComput-
ing [21] systemthatisto say it would provide AR facilities
throughoutthe ervironment, but thesefacilities would be
relatively unobtrusve to users.Otherauthorshave pointed
out that this goal could be realisedby displayinginforma-
tion usingeitherpersonalor ernvironmentdisplays[10]—in
this projectwe take the personabisplayapproachdisplay-
ing augmentationnformation on applianceghat are asso-
ciatedwith a particularuser Our systemis carefulto avoid
what we refer to as visual pollution of the ervironment,
sinceit doesnotrequiretargets,camera®r fixedpaneldis-
plays.We alsowish to avoid burdeningtheuserwith exces-
sively heary or cumbersomequipmenivhichthey haveto
carryaround.

1.1. A sentient environment

Recently a systemhasbeendesignedat AT&T Labora-
toriesCambridgehatusessensorso updatea modelof the
realworld [13] [1]. The stateof the ervironmentis encap-
sulatedwithin themodel,andby usingthedatawithin it we



cancreateapplicationsthatrespondn an appropriatevay
to changes$n theernvironment.To theusersof the systemit

thereforeappearghatthe systemshareghe users percep-
tion of theworld, andsowe referto it asa sentientsystem.

The modelis implementedas a collection of CORBA
softwareobjects,eachof which correspondso a singleob-
jectin therealworld. Every software objectstoresthe de-
scriptionand currentstateof the correspondingeal world
object. To determinethe currentstateof the ervironment,
applicationscontactand query the set of software objects
correspondindo the realworld objectsthey areconcerned
with, via their CORPBA interfaces.

Information from a rangeof sensorss usedto update
the stateof the software objects—wegatherinformation,
for example,from a speciallydesignedbjectlocationsys-
tem, our CTI telephoneswitch andresourceandkeyboard
monitorsrunningon computers.Software objectsperform
filtering of the raw sensordatabeforeit is usedto main-
tain object state,permitting differentfiltering schemedor
differenttypesof object.

The systemhasbeendeployed throughoutour building,
andthemodelcurrentlycontainsl 900softwareobjectscor-
respondindo personneltelephones;omputersyalls, win-
dows, etc.in therealworld. In this project,we aimto utilise
the detaileddatasetinherentin the sentientsystemto pro-
vide userswith arich AR experience.

1.2. Location system

To createanaccuratamodelof theervironment,thesen-
tient systemrequiresdetailedknowledge of the 3D posi-
tionsandorientationsof objectsin the ervironment. Simi-
larly, to provide userswith anAR experienceit is necessary
to beableto ascertairthe 3D positionandviewing direction
of theuserwith high accurag andlow lateng [4]. As part
of thesentientcomputingsystemwe have developeda scal-
able,in-building tracking systemthat canprovide location
informationfor both of thesepurposes.

We have built smallwirelessdevicescalled Batswhich
areworn by personneandattachedo equipmentThe sen-
sor systemmeasureghe time taken for ultrasonicpulses
emittedby the Batsto reachreceversin known, fixed posi-
tionsin theceiling. It useshesetimes-of-flightto calculate
the position of eachBat. Estimatesof the position of the
taggedobjectcanthenbe made. If the objectis multiply-
taggedthenan estimateof orientationcanalsobe made.

The 3D positionfixing accurag of the systemis within
3cm, 95% of the time. The systemis capableof making
150 location updatessachsecondacrossthe whole build-
ing, locatingup to threeBatsin every 20msperiod(anin-
terval of time known asatimeslo). Locationupdateoppor
tunitiesare sharedbetweenBatsusinga quality-of-service
(QoS)measure.The Batsuseddirectly by the AR system

aregivenahigh QoS,which allows the systemto make the
good,timely estimate®f orientationandpositionneededo
give usersa senseof immersiveness.

The systemis installed throughout our three floor,
100000 cubicfoot office, which hasover 50 rooms. The
systemis continuallyusedby all 50 staf, andtracksover
200 Bats. The Bats have a batterylifetime of 12 months.
Theultrasonicreceversaremountedrecessedh the centre
of theceiling tiles, with cablesn theroof, whichmalkesthe
trackinginfrastructureextremelyunobtrusve.

2. Head-mounted Display

One approachto providing userswith an AR experi-
encevia apersonatisplayis to projectaugmentatioinfor-
mation onto an optical see-throughead-mountedlisplay
(HMD) unit.

Figure 1. Prototype system

2.1. Hardware

OurHMD systemconsistof a750MHz IBM Thinkpad
T21 equippedwvith a LucentWaveL AN cardto provide net-
working. Trackingis performedby anInterSensénterTrax
inertial tracker, andby threeBatswhich aremountedonto
a hardhatalongwith a Sory Glasstrorhead-mountedis-
play, runningataresolutionof 800 x 600 pixels. Thelaptop,
rechageablebatteriesandpower suppliesaremountedn a
backpackwith a single power cable, enablingthe system
to be docked anywherein the building (seeFigurel). The
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HMD systemcanrun for approximately3-4 hoursbeforeit
needdo berechaged.

2.2. Tracking and fusion

The HMD-mounted Bats are used to obtain a least
square®stimateof the positionandorientationof theusers
head[3] (seeFigure2 for anoverview of the system).The
HMD software objectis responsiblefor taking in the raw
Bat readings,and giving the bestestimateof the current
headposition and orientation. The software object takes
thethreepositionreadingsrom the Batsandcalculateghe
orientationasa quaternion.

The sentientcomputingsystemarrangeghat the three
adjacenBatstransmittheir ultrasonicemissionsn consec-
utive 20 mstimeslots,which ensureghat the signalsfrom
the Bats cannotinterferewith one another However, the
calculationassumeshatthe measurementsf absoluteBat
positionaresimultaneousln nearstaticcasesthis assump-
tion doesnot lead to grosserrors, but, during rapid head
motionsthis is no longerthe casebecausehe Bats have
moved during the 40msinterval betweenthe first andlast
measurement.The HMD software object attemptsto re-
jecterroneousneasurementsy testinghow well the mea-
suredgeometryof the Batsconformsto the known geome-
try. If ary of the threemeasurementsf inter-Bat distance
aremorethan5cmin errorthentheassociatedrientationis
rejected. Eachsetof Bat readingsyields a raw measure-
ment of headposition and orientation. Noise will cause
thesemeasurementw® differ from the true headposition
andorientation,andit is thereforeworthwhile considering
how filtering may be usedto determinemore accuratees-
timatesof the currentheadposition and orientationusing

a seriesof measurementsln practice,slight errorsin the
headpositionarenot noticedby the user but randomerrors
in headorientationareverydisconcertingo theuser andso
ourfiltering schemesoncentratesnimproving estimate®f
headorientation.

The HMD software objecttakesthe currentestimateof
headorientationandusesa non-linearfilter to make a new
estimatebasedon the latestraw measurement.The filter
assesselow closethe estimateof orientationis to the lat-
estreading. If the differencebetweenthe two orientations
is small, a small correctionis appliedto the old estimate,
resultingin slov HMD orientationchangesbeing heavily
damped .If the differencebetweerthe orientationss large,
thena muchlarger correctionis madeto the old estimate,
and hencefastHMD movementsare lightly or negligibly
damped.

This filter is very straightforvard to implementusing
thetechniqueof sphericalinearinterpolation(SLERP)[8].
Thequaterniorrepresentationf anorientationis apointon
a hypersphergseeFigure 3). In orderto move smoothly
anddirectly from oneorientationto anothemwe useSLERP
to move along the shortergreat arc connectingthe two
points. SLERPIs expressedhus:

cos() = q- @
go sin((1 — h)Q) + ¢ sin(hs2)
sin(Q)

Slerp(qo,q1,h) =

Thefractionof thearc, h, whichis traverseddepend®nthe
magnitudeof the angled, throughwhich a body would be
rotatedto move from the orientationrepresentedy ¢q to
thatrepresentedly ¢, . Therelationshipbetweerd and( is

givenby
COSs Q =
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Theeffectof thisfiltering is to applyvery smallcorrections
to the estimateof orientationwhen headmotion is slow.

Whenheadmotionis fasterthecorrectionsaremuchlarger,

andwhen|6| > 1 thenext estimateof orientationis taken

to betrue,i.e.

Slerp(qo,q1,1) = @

The laptop connectedio the HMD unit gathersinfor-
mationfrom the HMD software objectand other software
objectsin the sentientsystemover the WaveLAN wireless
link. In principle,thelaptopcouldthenusethe HMD soft-
wareobject’s currentestimateof the headpositionandori-
entationto renderaugmentatioimnformationontothe HMD
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Figure 3. Spherical Linear Interpolation

displayunit. However, in practice the Bat locationsystem
providesonly 2-3 measurementsf the headpositionand
orientationeachsecond—byitself this updaterateis insuf-
ficientto give ary senseof immersvity.

To work aroundthis limitation we fusethe sensordata
from the HMD software objectwith that from the inertial
tracking unit, which can provide orientationinformation
with averyhigh updaterate(up to 100updategpersecond).
Theinertialtracker only providesorientationupdatesbut it
is lesscrucialto provide frequentestimate®f headposition
thanorientationasangularvelocitiesresultin muchlarger
imagevelocitiesthanthosecausedby translationalveloc-
ities. The estimateof orientationprovided by the inertial
tracker is proneto drift, sowe usethe Batsto correctfor
this medium-to-long-terndrift, andtrusttheinertial tracker
in the shortperiodsof time betweerBatreadings.

Eachtime an estimateof the headorientationis made
by the HMD softwareobjectthe estimateis communicated
usingCORBA to a processunningon the laptop. This es-
timateis comparedwith the mostrecentreadingfrom the
inertial tracker, anda raw correctionto the inertial tracker
is thencalculated:

-1
Gcorrection =  4bat9inertial

The laptop then usesthe samefiltering schemeas the
HMD software objectto make new estimatesof the drift
correctionwhichmustbeappliedto theoutputof theinertial
tracker, basedon the previous estimateand the latestraw
correction. For eachnew frame, the most recentinertial
readingis multiplied by the correctionquaternion.

It would be possibleto develop a similar sensorfusion
schemeusing an extendedKalman filter. This approach
would, however, be more comple, requiring the calcula-
tion of Jacobianmatricesand thereforegreatercomputa-
tionalload onthelaptop.

The HMD system is similar to the InterSense
IS600[11] [12] in thatit fusesdatafrom bothinertial and
ultrasonicsensors.The IS600is superiorin termsof up-
daterate,lateny andaccurag, but is specificallydesigned

Figure 4. Calibration

to track HMDs and camerasandin theseapplicationsthe
tracking hardwareattachedo mobile objectscanafford to
berelatively bulky andcomplex. In contrastBatsarevery
simpleandsmalldevicesthatallow positionsof amultitude
of differentobjectsto be determinedon a real-timebasis,
whilst providing locationandorientationaccurag sufiicient
to experimentwith AR systems.

2.3. Calibration

Having calculatedthe position and orientation of the
head,it is necessaryo transformtheseinto the reference
frame of the users eyes. To register augmentatiorinfor-
mationcorrectlywith respecto therealworld we mustac-
curatelydeterminethe characteristicef the optical system
(i.e. the couplingof the users eye, HMD andtrackingsen-
sors)[2] [15].

button.

(a) Instructionscreen

(b) Targetscreen

Figure 5. Calibration screens

Most calibrationproceduresirelengthyanddo notyield
convincingresultsgiventheaccurag of the Batsystem.As



we arenot attemptingto achieve extremelyaccurateegis-
tration of objects,we are satisfiedwith a lessrigorousbut
quicker approachwhich involvesa translationby the vec-
tor X.,. from the origin of the helmetreferenceframeto
theusers eye, followedby arotation,g;,q,s, from the hel-
met referenceframe to that of the eye. The renderingof
thescends relatively insensitie to smallchangesn X,

andthis valuecanbereusedor differentusersevenif they
have very differentcranialgeometries Therotationgsqns

is moresensitve to how the helmetis beingworn andmust

be calculatedon a userby-userbasis. A seriesof screens

(seeFigure5) ensureghe useris wearingthe HMD prop-

erly, and guidesthem through the calibration procedure.

Theuserclicks their Bat over a cross-haif(seeFigure5(b))

in the centreof their field of view. The useris requested

to keeptheir headlevel (noroll) sothatbotha view direc-
tion vectorand up-vector can be determined. From these
vectorswe canmake an estimatefor ¢;,..,s Which is suffi-
ciently goodfor our purposes.

Figure6 shavs a typical view throughthe HMD. In this

casdahesystemhaslabelledapersonacomputerhostname

tamarillo) anda telephongnumber498). Of course,f the
person(or otherobjectwhosepositionis monitoredby the
sentiensystem)moves,thelabelfollows themin theusers
view.

Figure 6. View through HMD

3. Batportal

The Batportalis anotherform of AR system,andis a
lightweight alternatve to the HMD. We use a hand-held
PDA, with obvious benefitsin portability and easeof use.
The displayis, of course,non-immersie andthe tracking
capabilitiesarelesseffective thanthe HMD system.

3.1. Principles of operation

TheBatportalconsistof aCompadPAQ runningLinux,
with a LucentWaveLAN cardandaBat attachedo thetop
of thedevice. TheiPAQ hasa 240 x 320 pixel colourtouch-
screen.

Figure 7. Direction vector

In use,the device is held at arm’s length, ratherlike a
magnifyingglass(seeFigure7). Thepositionsof the users
personalBat andthe Bat fixed to the handhelddevice are
combinedto form a direction vectorin which the useris
looking (this would, of course,be unnecessaryor appli-
cationsbasedpurely on proximity). Augmentationinfor-
mation canthen be renderedbasedon the users location
anddirectionof view, usingthe informationin the sentient
system$ model. Themagnifyingglassanalogyis very sim-
ilar to that usedby Rekimoto[16] in his NaviCam work.
However, the Batportalis neithertetherechor dependendn
detectingvisualtagsto determindts proximity to otherob-
jectssincethe sentientsystemalreadyhasa very detailed
modelof the ervironment. Figure8 shows a typical screen
displayof a stylizedmonitorandloudspeakr.

The iPAQ is treatedas a thin client, with applications
runningon aback-endvorkstationandtheiPAQ beingused
simply asanl/O device. TheiPAQ’s displayis accessede-
motelyusingX11 acrosgheWaveLAN; we havealsotested
a VNC [18] versionwhich is lessvulnerableto disruption
causedby gapsin Wavelan coverage. The motivation be-
hind accessinghe display remotelyis not dueto ary lack
of CPU power, but is to make theendpointstatelessieduc-
ing the effort requiredin maintenance.

Neithertheusers Bat nor the Batportalis equippedwith
an inertial tracker, and so the users position and viewing
directionareonly updateda few timesper secondandare
subjectto Bat systemerrors. The Batportal’s visual output
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Figure 8. Batportal display

is thereforelesssmooththan that of the HMD. However,

whenthe Batportalis held at arm’s lengththe baselinebe-
tweenthetwo Batsis largeenoughto ensurehattheangular
erroris reasonablgmall.

Display updatescould either occur periodically or be
“interrupt driven”. The latter casehasbeenimplemented
asa “camera” mode. The usereffectively takes a photo-
graphof thevirtual world from the currentpositionby trig-
gering via a button click. In practicewe found that the
rate of Bat position updateswas sufficient for real-time,
continuousupdates.The registrationtolerancegor a non-
immersie display are fairly relaxed, hencean automatic
but time-laggeddisplaywasmorecompellingthanmanual
shapshots.Thereforenormal operationof the Batportalis
real-time.

We assumethat the users eyes are a fixed distance
(35cm) directly above their personalBat. This is a good
approximationandvarieslittle in practice.Any consistent
offsetis lessimportantthanrandomerrors,becausét pro-
ducesa minor differencen viewing angleratherthancaus-
ing displayjitter. It hasnot proved necessaryo calibrate
the systenfor eachuserindividually.

3.2. Registration

TheBatportals screerdiffersfrom theHMD in two sig-
nificantrespectsfirstly it is not transparentandsecondly
the viewing frustum is very narrow, particularly at arm’s
length. The lack of transparengis not a problembecause
thedevice is small,sothe usercaneasilyseetherealworld
context aroundthe screen.To overcomehenarrav viewing
anglewe useafalseperspectre,giving a“fish-eyelens” ef-
fect(seeFigure9). Consequentlyregistrationdoesnothave
to beprecise sinceobjectsarenot seenasdirectly overlaid.

Figure 9. Viewing frustum

Theviewing anglecanbe adjustedusingtheiPAQ’s cur-
sorkeys. We have alsoimplementeda modein which the
“magnification” can be continuouslyadjustedby holding
the Batportalcloseror furtheraway from the eye.

3.3. Visualisation

The Batportalcouldbe usedto visualisetheworld in 3D
(first personperspectie), or in 2D (a planview). We have
concentrate@n the morechallenging3D case but it is ex-
pectedhatmary practicalapplicationswill, in fact,bemore
comprehensiblén 2D form. Otherviewing modeswhich
we anticipateincludea straightforvardlist of “nearby” ob-
jects,anda plain-contentview to describesingleobjectsin
moredetail.

Furtherwork is necessarjo determineappropriatgrox-
imity conditionsfor a list view in various circumstances.
For examplewe maywish to useacombinatiorof thephys-
ical positionsof objectsprovidedby the sentientcomputing
system,togetherwith the relevanceof eachobjectto the
users currentactiity, in orderto determineanorderingfor
objectsthatare“nearby”.

In someapplicationst is usefulto displayseveraldiffer-
ent datarepresentationsimultaneously The small screen
sizeof the Batportalprecludeghe useof split screensand
sowe preferinsetsandoverlayswhenmorethanonetypeof
informationmustbe displayed.Figure10(a)shavs a semi-
transparenbverlay displayinga welcomemessagefor ex-
ample.



3.4. Ownership

The Batportal is designedto be a tool which can be
picked up and usedimmediately with no configurationor
incorvenientsign-onprocess.To signify temporaryowner
shipof aBatportal,ausersimply presses buttononthede-
vice. Thedevice checkswhich persoris closesto it (using
information from the sentientsystem),and startsdisplay-
ing theworld from that persons point of view. The device
couldalsoadoptthe new users personapreferencesat that
pointin time.

3.5. Audio

A general-purposaudio sener runs on the Batportal.
Mono 16-bit, 16 khz samplesare generatedand sentto it
via the WaveLAN. A mixer runson the iPAQ hardwareto
provide one-key accessto mute and low volume settings
(suitablefor headphones).

Speecloutputhasbheenaddedusingthe Festval text-to-
speechenging[5]. Festval runscontinuouslyon the back-
end machine, synthesizingutterancesn its client-sener
modeto reduceperinvocationoverheads. Speechis cur-
rently usedto identify which room the useris in, andto

provide feedbackwhenthe currentuseror modechanges.

Statusinformationthat canbe communicatedaurally does
not clutter the limited screenarea,and makes the device
moreuserfriendly.

An audiointerfacecouldbea distractionin abusyoffice
ervironment,so for audio-intensie applicationswe usea
lightweight single-sidedearphone.For exampleit should
be possiblefor the Batportalto narratethe subjectlines of
e-mailsor answemrueriesaboutthe ervironmentevenwhen
theuseris walkingdown thecorridoror sittingin ameeting.

4. Applications

Wide areaAR systemslike our HMD andBatportalsys-
tems,have mary possibleapplicationsincludingspatialan-
notation,navigationandremotecontrol.

4.1. Annotations

Our sentientcomputingsystemprovidesa modelof the
world which includesobjectssuchascomputersfurniture,
phonesand personnel. Not only do we know the physi-
cal locationsof theseobjects,but we have accesdo other
propertiesand state,suchaswhich peoplearevisitors and
whethera phoneis on or off the hook. We canusethe AR
systemto augmentheusersview of theseobjectswith an-
notatedabels. Colourcodingis usedgive cuesto the state
of theobjectthey arelabelling.

Annotationcanbe appliedto fixedpointsin space(such
asaroom)or to moving taggedargetssuchasotherpeople.
This is a usefulway of checkingsomeones name,office
andperhapsommoninterestsaandsoon. Thesentientcom-
puting platform allows this informationto be sharedby all
usersof the AR systemwhetherthey areusingthe HMD,
Batportalor atraditionalinterfaceona PC.

The Bat systemdoesnot provide sufficient accurag for
veryfine registrationbetweerrealandvirtual objects but it
is sufficiently goodto make it obviouswhich objectis being
referredto by eachlabel. On the HMD system.the labels
alwaysthefacetheusershut areconstrainedo remainhor-
izontal relative to the real world, which helpsanchorthe
labelto the object.

Figure10(b) shovs the annotatiordisplayedby the Bat-
portalfor agatheringof peoplein a corridor. The positions
of peoplein the augmentedvorld areindicatedby square
icons, which are scaledbasedon their distancefrom the
user Theseareannotatedvith the persons nameandtheir
exactdistanceaway (in metres).

4.2. Navigation

An interestingclassof AR applicationinvolves navi-
gation within buildings—thesenclude finding one's way
around, locating anotherpersonor following a personal
augmentedour of the building.

We canuseour AR systemstogetherwith our sentient
computingervironment,to displaythelocationsof people,
walls, computerstelephonesand other objectsrelative to
theuser Thelevel of augmentatiorwanbevariedto support
the particulartaskthat the userwishesto achiese. For ex-
ample,supposehe Batportalsystemrendersa 3D view of
the currentstateof the building. Walls canbe switchedbe-
tweenopaqueandtransparentgiving the device an“X-ray
vision” capability Figure 10(c) shavs how this allows the
userto obsene distantobjectsthroughinterior walls. The
usercanalso chooseto displaythe structureof the entire
building (seeFigure10(d))or just thecurrentfloor.

Navigationis possibleusingvariousmeanssuchasvir-
tual signpostsa 2D map, compassarrowns or turning sig-
nals. Virtual marker objectscanbe createdby pressinga
trigger button on the users Bat (in the HMD system)or
iPAQ (in the Batportalsystem),or by utilising a modein
which a virtual marker is automaticallyplacedevery half-
secondo createatrail, shaving theroutetakenthroughthe
building by theuser(see for example the Batportalview in
Figure10(e)).

4.3. World maintenance

A further applicationof the augmentedrisualisationis
to verify that the model usedby our sentientcomputing
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Figure 10. Screenshots

systemis still correct. Over long periodsof time, the po-
sitionsof those(relatively static) objectswhich arenot be-
ing tracked directly by the Bat system,suchascomputers
andtelephoneshecomestale,andhouselkeepingoecomes
verytedioustask.By enteringanoffice with the AR system,
and comparingthe AR system$ annotationswith the real
world, it is possibleto tell at a glancewhetherold objects

have movedor disappearedndif new oneshave appeared.

Ideally, it would thenbepossibleto correctthedatabases-
ing an appropriategesture-basedr touchscreen-basdd-
terface.

4.4. Virtual buttons

The personalBatsworn by membersof staf at AT&T
LaboratoriesCambridgehave an easily detachablenount,
which meanshey canbe heldandusedas3D pointingde-
vices. We canthenconstructa 3D userinterfacethat ex-

tendsthroughoutthe building, and which is analogougo
a corventional2D GUI driven by a mousepointer If a
Bat is held up to a point in spacethat has someparticu-
lar application-leel significance the commandassociated
with thatpointin spacecanbeinvokedby the sentienttom-
putingsystem.An examplemight bea pointneara scanner
that,when“clicked” usinga Bat, startsa scanandautomat-
ically forwardstheresultingimageto the users mailbox.
Normally, theseactive pointsin spacglknown asvirtual
buttong arephysicallylabelledby a post-itnote or poster
However, we canextendthis interfacewithin the personal
spaceof the userof the HMD systemby dispensingwith
thephysicallabels,andrelying onthe AR annotatiorof the
physical point to indicatethat a virtual button is present,
andwhatthatvirtual buttoncontrols.This approachasthe
adwantageof reducingthe amountof visual clutter in the
ervironment,andhasprovedto be practicable.

Theopticsof theHMD make theimageappeatafixed



distancgapproximately feet)from theuser Renderedn-
notationsappeato beanchoredo theobjectsto which they

areattachedwhereaghe positionof purely virtual objects
canappeaito be ambiguous.To anchora virtual buttonin

spacamoreeffectively, we constrairit to lie onaflat surface
suchasawall.

4.5. Interacting with devices

The AR systemis consideredrimarily to be an output
device,sincein ourexperienceary serioudataentryis best
doneat a deskusing a keyboard. However, the ability to
displayandinteractwith “virtual” remotecontrolpanelsor
othernetworked devicesin the vicinity of the user suchas
printers,loudspeakrs,lights, VCRs andsenersis alsoan
interestingapplication[20]. An HMD or Batportalcandis-
play far morestatusnformationaboutqueuedobsthanthe
one-lineLCD panelof asharedprinter, for example.

Interactionwith remotecontrolpanelscouldbeachieved
usingaBatin anHMD-basedsystem(alongthelinesof the
virtual buttonsdescribedabore), or via the touchscreerof
the Batportals iPAQ. When usedas a corventional PDA,
theiPAQ supportsa numberof dataentryinterfacesusinga
styluson the touchscreenUse of a styluswasconsidered
to be too incorvenientfor a casualBatportaluser so we
decidedto make on-screerbuttonslarge enoughto press
with afingerinsteadof the stylus.

4.6. Example scenarios

Environmentsin which we ervisageAR systemsbeing
particularlyusefulincludemuseumstradeshaws, libraries,
departmenstores supermarktsandhospitals.

For example,in asupermarktasimple2D maponaBat-
portalcouldassiswith locatingitemsandindicatingroutes,
aswell ashighlighting specialoffersanditemswhich have
beenpurchasedefore. The screencould also be usedto
displayprices,ingredientsandrecipes.

We canprovide further motivation by consideringa hy-
potheticalmuseumexample. Museumsare attractve envi-
ronmentsfor AR systemsbecausehe infrastructureonly
hasto be installedonce, after which it is unnecessaryo
physicallylabelobjectsvhenexhibitionschange Metadata
canbeaddeddirectly to the virtual world in away whichis
complementaryo, but easierthan, creatingphysicalsigns
or guidebooks.

The AR systemsdescribedn this paperarepersonable-
vices, and so do not interferewith other visitors’ experi-
encesandcanbe customisedo take accounibf eachusers
age,languageijnterestsandpreferencesFor example,one
couldrequesthatthe history of eachpaintingbe displayed
on approachthetitles of modernart be withheld and ary

African sculpturenearbybehighlighted.Furthermorea per
sonalguidedtour couldbecreatedvith adifferentemphasis
from the standardrderof presentation.

Thesystencouldbehae quitedifferentlyfor childrenon
a schoolvisit thanfor ordinaryvisitors. Functionswould
include drawing attentionto objectsor aspectswhich the
teacheronsidersmportant,or monitoringa“treasurehunt”
for particularitems(saythreepictureswhich containamer
maid,ondiscovery of which the studentsaarerewardedwith
pop-upinformationto completea worksheet).Theteacher
canreadily checkif the objectves have beencompleted,
and co-operations also possible,sinceroutesto interest-
ing placescanbetransmittedo peerAR systems.

5. Related Work

Rekimotoet al. have createdan Augment-ableReal-
ity [17] which allows annotationgo be attachedo objects
usingthe systemitself. Their interfacealsohasa personal
clipboardareaso that objectscan be retainedand moved
around.

Feineretal. usedAR to visualisearchitecturakcompo-
nentsof a building [9] suchasjoists,beamsandcolumnsas
well asload analysesf thesecomponents.Furtherwork
has demonstratedhe scopeof a hyperlinked annotation
approachwith the Touring Machine[19] and MARS [14]
project.

Many of the scenariosve mentionare similar to those
proposedy Fitzmauricen his Chameleorf10] project.We
have developedwide-areasystemswith whichwe canbegin
to realisethesescenarios.

Butz etal. have tackledthe combinationof personabnd
shareddisplaysin theirwork on collaboratve AR [6]. They
include consideratiorof the difficult privacy issuesassoci-
atedwith public screens.The systemdescribedeadsto a
more clutteredernvironment,however. We supportthe cre-
ation of multiple collaborative instancef both the HMD
andBatPortal.

Curtis et al. in their work at Boeing [7] built a fully
fledgedAR applicationwhich aidsworkersin theassembly
of aircraftwire bundles.They addressetheconstraintof a
noisyfactoryervironment,ensuringhattheequipmentvas
bothrobust,andcouldbe usedintuitively by theworkers.

6. Conclusions

At AT&T Laboratorieswe have developeda sensor
driven, or sentientcomputingsystemthat canbe deployed
in buildings of ary size. It incorporatesa wide-area,ul-
trasonictracking systemthat canbe usedto unobtrusvely
andaccuratelydeterminethe positionsand orientationsof
mary differentkinds of object. The systemcanrespondo



the locationand stateof objectsin the real world, anden-
vironmentdatais immediatelyavailablefor sharingby all
usersof the system regardlesf the form of their comput-
ing hardwareandinterfaces.

We have developed an Augmented Reality system
aroundthis sentientervironmentusingtwo differenttypes
of endpoint:a head-mountedisplayanda handheldPDA.
Both endpointscan be usedwhilst performingotheractiv-
ities, and the PDA at leastis sufficiently lightweight and
discreetto comecloseto meetingsocial acceptancerite-
ria. We have developedprototypeuserinterfaces,usinga
mixture of 2D and3D graphics speecrandminimal or au-
tomatic(implicit) inputmethods.

The sentientervironmentis usedevery day by all 50
staf, and provides huge amountsof data describingthe
thousandof interactionswhich take typically take place.
The AugmentedReality systemsawve have developedto ex-
ploit this data have enabledus to experimentwith new
waysin which we canvisualiseandinteractwith theworld
aroundus, andwe intendto explore the mostcompelling
applicationsof thesetechnologies.
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