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Abstract

Thispaperdescribesan architectue andruntimesystem
to implemendistributedcontrol anddataprocessingppli-
cationsin a thin-clientmanney suitablefor implementing
thin-clientmobileroboticssystem. Thesystemvariescon-
trol fidelity and locality to adapta contmwol applicationto
changesin Quality of Serviceavailability and processing
resoucesusinga costbenefitmodel.

An exampleapplicationis presentedn which the archi-
tectue is usedto implementthe distributed control of an
inverted pendulumover a shaed network. Performance
resultsare compaedwith non-adaptivedistributed control
appmoadies.

1. Introduction

Therearemary situationgn which severalmobilerobots
mustwork togetherto achieve a unitedgoal. The control
of suchsystemss typically performedocally in adistribut-
ed mannerto ensurea simple, scalable yet robust system.
However, suchdistributedcontrol systemsarelessefficient
andmorerestrictedthanacentrallysenedsystem.In mary
situations,a control systemwith a global view is required
wherea local view cannot provide sufiicient information
for operation[T.

A thin-client control architectureis useful for multi-
robotsystemsastherobotscanbe madeto becheapplenti-
ful andlightweight(in all aspectsmassjnterfaceandpow-
erconsumptionjvhile apowerful senercancontrolseveral
suchrobotscentrally However, sucha systemis vulnerable
to the vagarieof wirelessandnetwork communicationsis
it requiresbandwidthandlateny Quality of Service(QoS)
provisions.

While thin-clientsystemsoffer high maintainabilityand
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portability andlow cost, the price of sucha configuration
is a strongrelianceon communicationsnfrastructureand
characteristicsFor controlapplicationsthe raw signalsto
andfrom thesensorandactuatorwill oftenrequiregreater
bandwidththanhigherlevel controlabstractionsAddition-
ally, communicationateng becomesignificantandoften
unpredictableWhile somenetworkscanprovidesomeQoS
guaranteegheseareexpensve in relationto a sharednet-
work. For mobile systemghat useradio networking, the
communicationgharacteristiceanvary widely andrapid-

ly.
2. Adapting a Control Application

To implementa real-timecontrol systemin athin-client
manney we can take advantageof several distinguishing
featuresof sucha systemto alleviate thesenetwork restric-
tions. Similar work in adaptatiorof distributed multime-
dia applications[1 2]largely comprisesvarying the quality
of the databy adjustingbit rate andresolution. Control
andmultimediaapplicationsaresimilarin thatthey areboth
analoguesquen nature— the datainvolvedis rarely dis-
cretein natureandcantoleratedegradationof rateor fideli-
ty. However, while multimediaapplicationgendto focus
on end-to-endstreaming and experiencea lateng bound-
edby the performancef the network, controlapplications
characteristicallyoperatein a loop wherethe sensorsaand
actuatorsare physically colocatedbut logically seperated
by the processing. Hence,a control applicationcan
theoreticallyachiese zerolateng by shortcuttingthe net-
work. This suggest@&nothemethodto combatlateng in
theapplication:move processingo theclient.

However, the thin-client mantra says that processing
shouldbe performedon the sener — thus,only lightweight
processingould be performedon the client. Experience
with thin client systemssuchas for robot football[5] has
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shavn thatevenaftersensoractuatomandcommunications
processings completetedoftenspareprocessingyclesare
availablefor lightweightapplicationuse,solow quality pro-
cessingcouldbe performedocally duringsomeperiods.

Hence the above pointspresentwo variablesfor adapt-
ing a controlapplicationto bestoperategiventheresources
availableto it: quality andlocality.

2.1. Building an Adaptive Application

An adaptve applicationrequiresfine grainedcontrol of
applicationquality andof applicationlocality sothatits op-
erationmay be transferredbetweenclient and sener in a
fine, but discreteway. Additionally, the applicationmust
have a runtime mechanisnto balancethe useof available
resourcedy reconfiguringthe application.

The applicationis specifiedin an abstractmannerto
the runtime as a graphof functional elementsor modules
which canthenbe manipulated. Designtechniquessuch
asdataflav analysiscanbe usedto describeheapplication
asa possiblybranchingchainof functionalelementsandis
consistentvith popularbuilding block approachesSimilar-
ly, Brooks’ subsumptiorarchitecture[#tis anexisting mod-
ular robot control designmethodthat may be suitablefor
implementationin this manner Isolatingthe implementa-
tions of the functionalelementsallows the runtimeto hot-
swap or migratemodulesdynamically

The applicationruntime, shavn in Figure 1, must dy-
namically configurethe applicationfor maximum perfor
manceat leastcost. It usesmodelsof the application,the
network performanceandtheclientandsenermachinego
determinethe bestconfigurationof functionalelementsn
termsof exactimplementatiorandlocality. It usesfeedback
from theapplicationproperto determinethe currentperfor
mancelevel. A cost-benefibptimisationis usedto calcu-
late the dynamicapplicationreconfiguratiorrequirements.
Every resources given a costfunction (in dollars)which
may vary accordingto the demandand availability of the
resource. The applicationmodulesprovide modelswhich
indicatethe benefitsattainablefrom ary given configura-
tion. In thisway, theruntimecanoptimisethe configuration
for bestperformancegiven a particularapplicationbudget
or calculatea leastcostconfigurationto attaina givenper
formancelevel. Application feedbackadjuststhe module

modelsto inflate or deflatecoststo reflect currentperfor
mancelevels. Using thesecostsand benefits,the runtime
cutstheapplicationgraphof functionalelementgo dynam-
ically dividetheapplicationbetweerclientandsenerin the
mostcost-efective manner

Specifyingresourcecostsin currengy termsis animpor-
tantfeaturefor deploymentof systemawvhich might spread
over large geographicabreas.In thesesituationsmuchof
the infrastructuremay not be ownedby the systemopera-
tor but leasedfrom otheragents. This may apply to both
processingand network resources.Already we are seeing
situationswhereprocessingcan be boughtfrom third par
ty operatorsaandnetwork capacityof differentQoScharac-
teristicsmay be boughtor sold dynamically with pricing
basedon demand.Todaythereexists bandwidthexchanges
suchasBand-XandArbinetwhichtradein telecommunica-
tionscapacityon aminutebasisandit is easyto seeafuture
wherebandwidtheverywhereis boughtandsold on a very
finetime scale.An applicationcouldthenbuy bandwidthof
strict QoScharacteristicsvhenperformanceequirest and
but thenusepoorerQoSinternetcommunicationsvhenits
requirementsireless.

Lesstangibleresourcesuchasbatterypower areharder
to valuein hardcurreng but canbe approximatedperhaps
with userinput. Similarly, the performancebenefitgained
from aparticularconfigurationis difficult to quantifyandis
inherentlyapplicationdependentind so mustbe provided
by the applicationitself. The runtime canmonitor network
andprocessousagebut mustrely ontheapplicationto pro-
vide performancelues.

3. Controlling an Inverted Pendulum

Controlof aninvertedpendulunsystemis a classiccon-
trol problemwith hardreal-timecharacteristics.The con-
trol aim for this systemis to maintainthe pendulumin an
inverted,upright positionby applyingforcesto the trolley.
While controllingsuchsystemgemotelyor collectively has
no clearadvantageijts hardrealtime natureproduce<lear
guantifiableresults. The systemis highly unstableand
is very sensitie to small control loop timing fluctuations.
This high susceptibility meansthat control over distance
or overagenericnetwork hasprovedto beineffective with-
out real-timenetwork infrastructureand delay compensat-
ing controlalgorithms|[§ 6].

To distributea pendulumcontrollerin athin client man-
ner, the control algorithmis implementedas a single ful-
ly migratableprocessingnoduleanda penduluminterface
modulewhich is of courseconstrainedo operationon the
client only. Otherancillary modulesprovide usercontrol
andfeedback. This configurationis shovn in Figure 2.
Themigratorymodulehencehasdifferentimplementations
for client-sideand sener-side operationto reflectthe low



migratory

serverside clientside

=

set-position

—

status feedback

inverted
pendulum

T
pendulum
interface

Figure 2. Controller modules

processingndlow lateng characteristicef theclient. As
theapplicationprocessings brokeninto only onestagethe
granularityof adaptationis coarsebut still demonstratethe
utility of adaptation.

For the client side, a simple proportionalfeedbackcon-
trol loop is usedin which the force feedbackis a valuedi-
rectly proportionalko theangulardeviation of thependulum
from upright. Thisalgorithmrequiresonly threearithmetic
operationgercycle whichis easilyachiezableevenonthin
client hardware. The algorithmis ableto take adwvantage
of the known and small control lateng/ to centrethe pen-
dulumwith only small oscillationsbut is unableto handle
moredifficult conditionssuchasmightoccurwhenthetrol-
ley reacheghelimits of its trackandwhich may causethe
pendulunto tip into anunrecwerablefailuremode.

Timing measurementeevealedthat the one way laten-
cy betweerclientandsener variedbetween 0 and8 sam-
ple periods,or up to 16 sampleperiodsfor the roundtrip.
The sener’s control algorithm must be robust enoughto
be able to compensatdor thesediscrepancies.For these
reasonsthe senerimplementsa variationof Suttonetal.s
two-stageneural-net-lilke ACE/ASEreinforcementearning
controller[3. This algorithmis both processorand
memoryintensive in a mannerthat would make it unsuit-
able for implementationon a thin client device — analysis
revealsthatit requiresapproximately2048 operationgper
sampleand a storageareaof approximatelyl024 floating
pointvariables.

The proportional controller gives reasonableperfor
manceat low lateny while the learning controller gives
good performanceeven with jittering lateng. Hence,a
suitableadaptatiorpolicy would favour the client-sidecon-
troller when communicationgperformances poor and
sener-sideif the pendulumis nearthe endsof the tracks
or the pendulumis reasonablystablebut not held exactly
in place. A hysteresigunction preventsrapid oscillations
betweerclientandsener controlat boundaryconditions.
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Figure 3. Client-side only operation showing
latency (top) and error

3.1. System Perfor mance

The applicationwas deployed on asthreedistinct pro-
cessexommunicatingvia CORBA: simulatedpendulum,
applicationclient and applicationsener. Testswere per
formedfor theapplicationrunningin clientmode,in sener
modeandin dynamicadaptve mode.

Figure3 shovsthesystemn pureclientmodewherethe
control algorithm moduleis the simple proportionalcon-
troller locatedon theclient. Here,lateng is low (average
0-1ms) andjitter is low so the simple controller perform-
s consistently with a steady-statems error of 7.8 degrees
from upright.

Figured shavsthesystemn puresenermodewherethe
controlalgorithmmoduleis the learningcontrollerlocated
on the sener. The learningcharacteristicof the algorith-
m is visible asthe high error region nearthe start point.
In this case, thelateng/ variesrapidly betweenlms and
21ms. Operatingthe simple proportionalcontrollerunder
suchtiming jitter conditionsis infeasibleand producedno
recordableresults. With the learning controller, after the
learning processhas stabilised,the rms error is approxi-
mately6.2degrees.

Figure 5 shows the systemusing application perfor
manceeedbackto dynamicallyreconfigurétself. Included
is a plot of client-sideactivationwherea 1 indicatesexecu-
tion on the client and a 0 indicatessener-side execution.
As the ACE/ASE controller performspoorly at first while
learning, the adaptatiormechanisnshifts control towards
the client, adwerselyaffectingthe learningprocess. How-
ever, after this slow start, the systemsettlesinto primarily
sener-sideoperation.Suddenspikesin the error measure-
mentresultin transfersclient-sidefor rapid correctionafter
which controlrevertssener-side.Usingthis adaptationthe
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Figure 4. Server-side only operation showing
latency (top) and error

rmserror (afterinitial learning)is 4.8 degreesanimprove-
mentof almost24%overthepurelysenerbasedontroller

4. Conclusion

This paperhasdescribeda framevork that provides a
mechanisnior adaptinganapplicationto the availablepro-
cessingandnetwork resourcesby dynamicallyreconfigur
ing the locality andfidelity of operation. The frameavork
itself doesnot provide quality of serviceguaranteebut o-
verseeghe use of ary guaranteeshat do exist suchthat
optimal performanceanbeattainedfor minimal cost.

The exampleapplicationof the distributed control of an
invertedpendulum,while highly contrived, illustratesthat
dynamicreconfiguratiorof applicationfidelity andlocality
canbeusedto effectively combatlateng andotherresource
issuedn adistributedreal-timesystem.

Furtherwork is currentlyundernayto extendthis frame-
work to provide genericcost-benefibasedreconfiguration
to mobile applications.This takesthe conceptof adapting
to QoS provisionsto alsoadaptto othervarying resource
constraintsuchasprocessingapability network availabil-
ity and power consumption. This is particularly aimedat
mobile or wearabledeviceswhich by their naturemustbe
lightweightwith limitted power andmay have varyinglev-
els of network accessaasthey move betweenaccesanedi-
ums. An exampleof suchanapplication,currentlyunder
development,is a speechrecognitionuserinterface. Op-
eratingon sucha mobile device, the applicationleverages
the superiorresourcef a distantsener to performhigh
quality speechto text translationwhile graduallyreverting
to client processingsnetwork connectvity becomesnore
expensve or the senerbecomesnoreloaded.
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