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Abstract - Broadband Fixed Wireless Access (BFWA) systems enable services such as high-speed data 

communication, high quality voice/video conferencing and high-speed Internet access in areas where a 

wired link is not possible. However, the BFWA channel is a slow fading channel having deep 

frequency selective fading caused by clusters of scatterers in the environment that introduce inter-

symbol interference (ISI) at the receiver. In this paper, Low Density Parity Check (LDPC) codes, 

optimised for the SISO BFWA channel, are designed using the structured Balance Incomplete Block 

Design (BIBD) method. The use of both QPSK and 16-QAM modulation are investigated theoretically. 

To help overcome the ISI effects of the channel, equalisation techniques are employed separately with 

LDPC decoding for a system employing QPSK and 16-QAM modulation schemes. The equaliser single 

carrier approach is then replaced with orthogonal frequency division multiplexing (OFDM) and the 

performance of these two approaches is evaluated in terms of bit-error rate. The simulation results 

show that equalisation with LDPC coding has a measurable performance gain over LDPC coding with 

OFDM. 

Index Terms - LDPC codes, BFWA channel, Equalisation, BIBD Design, OFDM, WiMAX or IEEE 

802.16 
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1.  Introduction 

Broadband fixed wireless access (BFWA) [1] systems offer a solution to the problem of providing 

inexpensive broadband services from the local exchange to the customer. It can be deployed quickly, 

covering a large area with low cost compared to cable installations. A BFWA system can provide 

traditional voice, data, voice over internet protocol VOIP, remote education, video conference, high-

speed internet access etc. Achieving high data rates in wireless communication environments is limited 

by multipath fading between transmitter and receiver degrading the system performance. The 

transmitted data through the broadband fixed wireless channel is subject to attenuation and distortion 

by various factors such as foliage, buildings, precipitation, and vehicles etc. Therefore, there is a need 

to use a model which is parameterised according to the various terrain and environments experienced 

by BFWA systems. The Stanford University Interim (SUI) channel model [2] has been developed 

specifically for fixed wireless systems and takes into account a number of parameters for example, 

Doppler effect, path loss, multipath delay spread and fading characteristics. Consequently it has been 

chosen to model the BFWA channel in this paper. 

The IEEE working group on Broadband Wireless Access Standards are developing IEEE 802.16 [3], 

which provides the standards for broadband wireless system implementation. As part of the 

specification the use of OFDM has been proposed in order to combat frequency selective fading in the 

BFWA channel. Also, the use of space diversity for capacity improvement using OFDM has been 

analysed in [4]. This paper also discusses the physical layer research challenges in MIMO-OFDM 

BFWA systems, including physical channel measurements and modelling, analogue beam forming 

techniques using adaptive antenna arrays, space-time techniques for MIMO-OFDM, error control 

coding techniques etc. In [5], a broadband multiple-input multiple-output (MIMO) OFDM system has 

been designed and evaluated for a fixed wireless link between tall buildings in an urban area.  
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Moreover, there has been a lot of emphasis on joint equalisation and decoding of coded systems. The 

application of the turbo principle [6] to iterative decoding and demodulation has provided significant 

gains [7]. Such systems are essentially serial concatenation schemes [8] with the ISI channel as the 

inner code. The aim of the research described in this paper is to design and analyse the performance of 

two single input single output (SISO) BFWA systems. The first system uses a single carrier approach 

with a Square Root Kalman (SRK) equaliser in conjunction with some newly generated LDPC codes 

using Balanced Incomplete Block Design (BIBD) [9]. For a BFWA system, it is important to design 

LDPC codes with very high code rates to minimise the redundant information that is introduced and 

hence maintain a high data rate. At the same time, the code must also have a very good error-correcting 

capability which implies that it must have a large code length. The BIBD construction method produces 

LDPC codes with large lengths and high code rates greater than 0.9 that outperform randomly 

constructed LDPC codes with similar parameters. A second advantage of using this scheme is its 

reduced encoding complexity, which is important in reducing the overall delay of the BFWA system. 

The second scheme replaces the single carrier approach with one employing OFDM i.e., a SISO 

OFDM BFWA system. The scheme can easily be extended to MIMO BFWA systems. 

The main aim of this paper to analyse the performance of high rate, low complexity LDPC codes with 

varying lengths with interference reduction techniques, such as equalization and OFDM, to improve the 

performance of the system. The high rate LDPC codes have been constructed by the authors using the 

BIBD construction method: the (2715, 2535) LDPC code of rate 0.934 and the (4351, 4123) LDPC 

code of rate 0.948. The theoretical analysis of the SISO BFWA system using non-coherent [16] 

detection for QPSK/ 16-QAM is also presented with simulation results. For coherent detection readers 

can refer to [21] which present the theoretical analysis of SISO/MIMO BFWA systems.  

This paper is organised as follows: Section 2 presents the overall description of the fixed WiMAX 

(IEEE 802.16d) or BFWA system. The theoretical analysis of the BFWA channel by employing non-
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coherent detection using QPSK and 16-QAM is presented in section 3.  In Section 4, we briefly discuss 

the construction method, known as BIBD, of LDPC codes used for simulation in this paper. Then, an 

overview of the SRK equalisation technique is described in Section 5 along with the description of the 

sum-product decoding algorithm of LDPC codes. Section 6 compares the simulation results for the 

equalised system and un-equalised system. It also discusses the performance comparison of various 

LDPC codes using QPSK and QAM modulation schemes. Finally, section 7 summarises the main 

contributions of this paper.  

2.  System Model 

The overall general system diagrams are shown in Figure 1. In Figure 1 (a), single carrier transmission 

with SRK equalisation has been used and in Figure 1 (b), OFDM has been used with the aim of 

overcoming the ISI introduced by the BFWA channel. In the transmitter the data bits bk, generated by 

the source, are encoded by the LDPC encoder into encoded bits cn. The block interleaver re-orders the 

encoded bits and the modulator maps them into QPSK or QAM symbols sn. In Figure 1(a) this signal 

(represented by xn) is modulated onto a single carrier for use in the equalised system, whereas in Figure 

1(b) the signal is fed into an OFDM modulator. In the initial stage of OFDM modulation, the symbol 

stream from the mapper is converted from serial to parallel and then an Inverse Fast Fourier Transform 

IFFT is applied. Finally a cyclic prefix (CP) is added to the signal xn before transmitting over the SUI-3 

multipath channel with three resolvable paths with tap spacings of 500ns and a total delay of 1000ns. 

The model can be considered as a 3-tap transversal filter with a finite impulse response. The Doppler 

Effect specified in our channel specification is also taken into account when calculating the taps 

coefficient values. The transmitted signal is also corrupted by additive white Gaussian noise (AWGN). 

The total power of all paths of the channel is normalized to unity, so that there is no gain provided by 

the dispersive channel. The channel filter coefficients are calculated and the transmitted sequence from 

the antennae is multiplied by these coefficients. 
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There are a number of SUI channel models specified in [2] depending upon the different terrain 

conditions. All of them have three resolvable paths with either Rician or Rayleigh amplitude 

distributions. The amplitude distribution of the SUI-3 channel model is Rician for the first path and 

Rayleigh for the other two paths.  

Hence the received signal nr  can be expressed as  

nnnnn zxxxr +++= −− 22110 ααα      (1) 

where nz  is the complex additive white Gaussian noise (AWGN) and 2,1,0=∀ n
n

α are the complex 

value coefficients.  

The receiver aims to recover the original information bits from the received samples corrupted by the 

channel. For the equalised system, the received samples, nr , are passed directly to the SRK equaliser to 

attempt to reduce ISI. After equalisation/demodulation of the received samples, the log-likelihood 

(LLR) values, nd̂ , of each bit are calculated and passed to the block de-interleaver. The decoder 

applies the message passing algorithm on the de-interleaved bits, nĉ , in an iterative manner to extract 

estimates of  the original information bits, kb̂ . 

For the OFDM system the received samples nr  are passed directly to the OFDM demodulator. After 

OFDM demodulation the received symbols are passed to the soft demapper where the LLR values of 

the received symbol are calculated before being passed to the de-interleaver and LDPC decoder. 

 

3.  Theoretical Analysis of BFWA Channel 

 

In [16], Xiao et al presented the theoretical analysis of a BFWA system using coherent and non-

coherent detection methods for both QPSK and QAM modulation scheme. The theoretical approach is 

necessary to analyze the effect of ISI on the performance of the BFWA systems, with an attempt to 

gain a deep insight into the physical limitations of the BFWA channels with conventional detection 
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techniques. There are six different channels for different terrain types defined in SUI-3 channel 

specification and we have chosen SUI-3 channel with three taps having tap delay of 500 ns between the 

adjacent taps. The analysis assumes that the length of one QPSK/QAM symbol is equal to the spacing 

between the adjacent taps which gives the data rate of 4Mbps with QPSK modulation and 8Mbps with 

16-QAM. The channel coefficient is assumed to be constant during the transmission of one block of 

data; however, they vary from block to block. The transmitted QPSK/QAM symbol at time instant n is 

denoted as
Q

n

I

nn
jxxx += , and nz  is the complex additive white Gaussian noise with zero mean and 

variance N0. 

The results in [16] shows there is a closed match between the simulated and theoretical results. For 

both QPSK and 16-QAM modulation the non-coherent detection is performed on the original received 

signal without correcting the phase shift. The simulation results of only non-coherent detection are 

presented and the authors have also mentioned the analysis of coherent detection for QPSK/ 16-QAM 

in [16] and [21]. The next sub-section briefly describes the theoretical approach for non-coherent 

detection of an M-PSK signal over the BFWA channel. 

3.1  Performance of Non-coherent Detection on the BFWA Channel  

The original signal nr  received from the channel is directly passed to the QPSK demodulator without 

correcting the phase shift. The received signal from the channel is given by Eq. (1) as  

 

  nnnnnnon wxzxxxr +=+++= −− 0

NoiseandISICombined

2211 αααα
444 3444 21          (2) 

where nnnn zxxw ++= −− 2211 αα ~ N (0, Nw) is combined ISI and Gaussian noise and it is assumed that 

wn has a complex Gaussian distribution for a large number of channel instantiations. 

[ ] [ ] 0210

2

2

2

1 EE NPPNN w ++=++= αα , where P1 and P2 are the powers of the second and third taps 

respectively and N0 is noise power.  
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3.1.1  Non-coherent Detection for QPSK Modulation 

The probability of a symbol error occurring, e.g. 1
ˆ xxn =  given 0x  is transmitted can be computed as 

[16] 

   

( ) ( )
10001

|ˆ RwxPxxxxP
nnn
∈+=== α              (3) 

 

where R1 is the decision region for symbol x1 in QPSK constellation, substituting 
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Similarly, other conditional probabilities can be obtained as  
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Let QIX αα −=  and QIY αα +=  where the probability density function PDF of X and Y is given as  

  ( ) ( )
∞≤≤−∞






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The signal constellation of QPSK is shown in Figure 2 (a) and the error event ( )02 |ˆ xxxx nn ==  

results in 2 bit errors while ( )01 |ˆ xxxx nn == and ( )02 |ˆ xxxx nn ==  result in 1 bit error. The bit error 

probability is therefore given as  

( ) ( ) ( )[ ]030102 |ˆ1|ˆ1|ˆ2
1

xxxxPxxxxPxxxxP
k

P nnnnnnb ==×+==×+==×=          (9) 
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where k is the number of bits per symbol for QPSK (k = 2). Therefore, Eq. (9) becomes  
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The average bit error probability bP is derived by taking the expectation of ( )YXPb , expressed in Eq. 

(9) with respect to X and Y. Since X is a zero mean normal random variable 

then ( )[ ] 5.0)0(E == QXQ λ . Therefore expectation of Eq. (10) with respect to x is equivalent to Eq. 

(11) below and the proof is given in Appendix A 
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If z is a zero-mean, unit-variance, normal random variable, then according to [28] 
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Assign ( ) σ/YmYZ −= such that Z is a zero-mean, unit-variance, normal random variable. By taking 

the expectation of Eq. (10), we derive the average bit error probability as 
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where
wN

σ
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Y
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3.1.2  Non-coherent Detection for 16-QAM 

The constellation of 16-QAM showing different types of decision regions is shown in Figure 2 (b).  Let 

us consider nx  is a type a symbol then the received signal nr can be written as  
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In this case, the probability of 1 error event along the I axis is different from 1 error event along the Q 

axis. They are denoted by IP1 , QP1 , respectively. The probability of a 2-error event is denoted as 

2P .These probabilities are computed as  
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The conditional bit error probabilities aP , bP , cP  of decision region type a, b and c respectively is given 

as  

[ ]221111 2
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1
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where QaIa nn 11 ,  represents the number of regions that differ by 1 bit from transmitted type a and along 

the I/Q axis, and 2an  is the number of diagonal regions that differ by 2 bits from a type a symbol. 

Also, QbIb nn 11 , , 2bn , QcIc nn 11 , , 2cn  are defined similarly for type b and type c symbols. 

The bit error probability is thus 

( )ccbbaaber PnPnPnP ++=
16

1
             (21) 

where cba nnn ,,  is the number of a, b, c type regions in the constellation. For the 16-QAM case we can 

see that 4,8,4 === cba nnn . 
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By substituting values from Eq. (18) – (20) into the above equation, we get   

( )211 1875
16

1
PPPP QIber ++=                                   (23) 

         
( ) ( )











 +
+











 −
=

w

QI

w

QI

N

A
Q

N

A
Q

αααα 2

16

72

16

5
 

       
( ) ( )











 +











 −
+

w

QI

w

QI

N

A
Q

N

A
Q

αααα 22

16

18
       (24) 

Denote QIX αα −=  and QIY αα +=   with probability density function PDF given by Eq. (7) and Eq. 

(8). The bit error probability can be expressed as   
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The expectation of ( )yxPb ,  gives the average bit error probability bP and applying the same procedure 

as with QPSK modulation in the previous sub-section we have  
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The simulation results in Figure 4 show the theoretical and simulated results of non-coherent detection 

using QPSK and 16-QAM. As you can see the simulated BER curve is virtually flat showing the harsh 

nature of the dispersive channel and the theoretical BER curve agrees closely with it.  

 

4.  Construction of LDPC Codes using BIBD  

  

LDPC codes are broadly classified by their method of construction: Random and Structured. Random 

codes are constructed using a random computer search based on certain design rules or graph 

structures, such as girth
†
 and degree distribution whereas structured codes are based on algebraic or 

combinatoric methods. The method presented here is based on the construction of structured LDPC 

codes known as the balance incomplete block (BIBD) design. These LDPC codes have a girth of at 

least 6 and are cyclic, which consequently simplifies the encoding procedure compared with non-cyclic 

or quasi-cyclic LDPC codes.  

As shown in [12] [19] the codes constructed using the structured method perform as closely or even 

better than randomly constructed codes e.g. MacKay codes. For example, an LDPC (2175, 2535) code 

                                                 
†
 The length of the cycle is the number of edges it contains, and the girth of a graph is the size of the smallest cycle. 
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used in this paper outperforms the equivalent Mackay code at a BER of 10
-4

 [12]. Another new LDPC- 

BIBD code of length 4351 and rate 0.947 has been generated and the BER has been simulated over the 

BFWA channel. 

Another main advantage of using BIBD codes over randomly constructed LDPC codes is their lower 

encoding complexity. Whereas, quasi-cyclic LDPC codes like those generated by the BIBD design 

have an encoding advantage over random LDPC codes as they can be encoded using simple shift 

registers with complexity linearly proportional to their code length. For example in [20], Li et al shows 

that in order to implement the generator matrix of dimension 512 × 512 using quasi-cyclic structure 

requires 1024 flip-flops, 512 two-input AND gates and 512 two-input XOR gates, whereas the 

construction of the same size random generator matrix requires about 262144 two-input AND gates and 

261632 two-input XOR gates.  

4.1. Combinatorial Design 

Combinatorial mathematics [10] basically deals with the theory of enumeration, permutation, 

combination and the arrangement of objects in order to satisfy certain conditions. Informally, one may 

define a combinatorial design to be a way of selecting subsets from a finite set in such a way that some 

specified conditions are satisfied. The detail of the construction of LDPC codes are well documented in 

[17], [18] and [19]. The detailed study of combinatorial mathematics shows that the parity check matrix 

H can be constructed using BIBD having covalency λ =1. The covalency condition λ =1 ensures the 

code is free of cycles of length 4 and results in a girth of at least 6. The example in Appendix B 

describes the relationship between LDPC codes and BIBD design.  

Over the years many BIBD designs have been constructed and they are represented by mathematical 

equations so that variable length designs with different parameters can be constructed with ease. In this 

paper, we have selected the Bose BIBD design method [11], [12] to generate high rate LDPC codes.  
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4.2 Bose BIBD Design Example 

Bose constructed many classes of BIBD design. The following example shows one of the types of 

Bose-BIBD design.  

Let t be a positive integer that satisfies 12t + 1= p, where p is a prime number. There exists a Galois 

Field GF (12t+1) with 12t +1 elements. Suppose GF (12t+1) has a primitive root, x, such that 

ct xx =−14 , where c is an odd integer less than 12t+1. Then there exists a BIBD design with the 

following parameters:  

No of rows,  v = 12t + 1, Objects 

No of columns, b = t (12t+1) = tv , Blocks 

Column weight, γ = 4, 

Row weight,  ρ = γt 

Covalency,  λ = 1 

The design block is generated using the building blocks { }titii

i xxxB
82422 ,,,0 ++= for 0 ≤ i < t. From Bi 

we can form 12t+1 blocks by adding each element in the Galois Field GF (12t+1). The incident matrix 

of this BIBD is a (12t + 1) × t (12t+1) matrix. It can be written in cyclic form consisting of t, (12t + 1) 

× (12t + 1) circulant sub matrices as follows: 

    Q = [Q1, Q2,………., Qt ]         (28) 

The incident matrix of Bose-BIBD consists of a row of t circulants. For 1 ≤ z ≤ t  the parity check 

matrix is  

    H [z] = [Q1 , Q2 ,…..Qz ]         (29) 

Appendix C shows the incident matrix generation using the above method for t=1. 

The advantage of BIBD scheme is that we can generate very high rate LDPC codes, which can be used 

to increase the bandwidth efficiency of the overall system. A number of new codes have been 

generated and the simulation section includes results using the newly designed (4351, 4123) LDPC 

code of rate 0.948. 



 14 

5.  Equalisation and LDPC Decoding 

Time domain equalisers are usually of the transversal filter type (i.e. a tapped delay line filter) with 

coefficient values adjusted to minimise some error criterion. An automatic equalisation process 

requires an initial training period during which the equaliser reduces the error. In this paper we have 

used the square root Kalman (SRK) algorithm to adaptively determine the equaliser coefficients, which 

is an enhanced version of the recursive least square (RLS) algorithm. 

 

5.1. Recursive least-square (RLS) algorithm 

The Least Mean Square (LMS) algorithm is the simplest and most universally applicable adaptive 

algorithm [13]. This algorithm is important because of its simplicity, ease of computation, and because 

it does not require off-line gradient estimations or repetition of data. However, the price paid for its 

simplicity is slow convergence, especially when the channel characteristics result in an autocorrelation 

matrix (ΓΓΓΓ ) whose eigenvalues have a large spread, i.e. 1
min

max >>
λ

λ
, where maxλ and minλ  are 

maximum and minimum eigenvalues respectively.     

 In deriving faster converging algorithms, a least squares (LS) approach is more appropriate. An 

important feature of the LS algorithm [14] is the utilisation of information contained in the input data, 

extending back to the instant of time when the algorithm was initiated. This results in faster 

convergence but at the cost of an increase in computational complexity.  

The transmitted signal corrupted by Gaussian noise and ISI, nr , arrives at the receiver. The receiver 

will then apply equalisation and decoding schemes to extract the transmitted bits, bk,. The adaptive 

equaliser chosen for this application has 5 feed-forward and 3 feedback filter taps as shown in Figure 3. 

The vector containing the complex coefficients of` the filters is defined as 
T

21043210
]bbbcccc[cc= , 

and the input signal vector is defined as rn=
T

3n2n1n4n3n2n1nn ]dddrrrr[r −−−−−−−  where T represents 
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matrix transposition, d represents the output of the decision device and n represents the discrete time 

instant.  

Then the output ny  of the equalizer is given as  

                      =ny c rn             (30) 

The error signal ne  can be formed as follows: 

                                                   nnn yde −=            (31) 

During the training period, nd  is the training sequence and while receiving data, it is the output of the 

decision device (decision directed mode). The aim of the adaptive equalizer is to adjust the filter 

coefficients to move away from the initial condition mean squared error (ICMSE) towards the 

minimum mean squared error (MMSE).  

The RLS algorithm requires that the initial values of the inverse correlation matrix nΛ ensure the non-

singularity of the correlation matrix nψ [14]. The coefficients are controlled by the Kalman gain vector 

resulting in rapid convergence compared to that of the LMS algorithm. But this RLS algorithm has the 

disadvantage of numerical instability. In order to tackle this problem, the RLS algorithm is modified to 

give the Square Root Kalman (SRK) or Square Root RLS algorithm. 

5.2. Square Root Kalman (SRK) Algorithm 

The problem with the RLS algorithm is that the update formula does not guarantee nΛ  is a positive 

definite matrix [15]. The SRK algorithm overcomes the problem by performing a U-D factorization of 

the matrix such that 

    T

nn

*

nn UDUΛ = ,        (32) 
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where Un is an upper triangular matrix and Dn is a diagonal matrix. The time updating is carried out on 

the matrices Un and Dn. The procedure of finding the recursive update of 
nΛ is defined in [15]. This 

paper also describes the computational procedures to carry out the square root formulation. 

5.3. LDPC Decoding 

For our simulation the equaliser is trained initially by using 200 training symbols and then goes into 

decision directed mode. The equalized output is then subsequently demodulated/de-interleaved and the 

log-likelihood ratios are passed to the LDPC decoder to extract the information bits. 

 Let 1,ix  and 
2,ix  represent the two bits of a QPSK symbol. The LLR for the first bit of the symbol 1x  

can be written as  

( )
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Similarly, for second bit of the symbol 1x  
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where c is the output from the de-interleaver and js  is the j
th

 QPSK symbol. This procedure can be 

extended to higher modulation schemes such as QAM. These likelihood ratios are then exchanged 

between the check and variable nodes of the LDPC code. The connections between these nodes are 

formed according to the position of 1’s in the parity check matrix H. The number of internal iterations 

was set to 7 in this case. The exchange of information between variable and check nodes is explained 

as follows: 

The variable node of the decoder facing towards the channel receives the reliability information in the 

form of Log-likelihood ratios (LLR). The variable node edges of the tanner graph connected to the 

check nodes are initialized to these reliability values. So, these messages are passed to the 
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corresponding check nodes for the extrinsic log-likelihood calculations. The calculations at one 

particular check node are based on the product of the information from the other variable nodes 

excluding the one that particular check node is directly connected to. These extrinsic log likelihood 

values calculated at the check nodes are now being passed back to the variable nodes. So these new 

messages in the form of LLRs at variable nodes are summed together with the original LLR (from the 

channel) and then the parity check is applied to check that it satisfies the syndrome equation. If the 

parity check fails then the new LLRs (or messages) at the variable nodes are generated for the next 

iteration and passed on to the corresponding check nodes for extrinsic information. At a particular 

variable node, the calculations of new the updated LLR to be passed to the corresponding check node 

takes into account the messages (LLRs) from all the other check nodes not from the one it is directly 

connected to.  

This exchange of information between variable and check node updates the original LLRs and at every 

iteration a parity check is applied to confirm the validity of the LLR update. This whole iterative 

process continues until the parity check satisfies the syndrome equation c
T
 . H

 
= 0 or the maximum 

iteration is reached. Hence, in this algorithm at the check node the extrinsic information is based on the 

product of LLRs passed from variable nodes and at the variable node the new information is based on 

the summation of the updated extrinsic information from the check node and the original LLR. 

 

6. Analysis of Simulation Results  

The simulation results presented here use LDPC codes constructed using the BIBD design method. 

Two different codes were compared; the (2715, 2535) LDPC-BIBD code (rate 0.933) and a newly 

designed (4351, 4123) LDPC-BIBD with rate of 0.948. The LDPC codes are free of cycle four and the 

LDPC decoder utilizes the message passing algorithm to decode the information bits. The maximum 

number of decoder iterations in all simulations is set to 10, since experiments showed that negligible 
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additional coding gain was achieved when iterations greater than 10 were performed. The simulation 

results shown in Figure 5 and 6 shows the performance of (2715, 2535) LDPC-BIBD and (4351, 4123) 

LDPC-BIBD over the AWGN and Rayleigh fading channel respectively.  The figure shows the 

strength of these high rate codes compared to uncoded QPSK BER curve over AWGN and Rayleigh 

fading channel.  

These codes are tested using QPSK and 16-QAM modulation schemes (gray coded) over a channel 

simulated by the SUI-3 BFWA model. As mentioned earlier, the SUI-3 model consists of three taps 

with the first one Rician distributed and the others having Rayleigh distributions. This model includes 

tap delays of 0 µs, 0.5 µs and 1.0 µs, with relative powers 0 dB, -5 dB and -10 dB, and with K-factor 1, 

0 and 0, respectively. The Doppler spread is 0.4 Hz and the delay spread is 0.264 µs.  

 

Figure 7 compares the performance of the (2715, 2535) LDPC-BIBD code using equalisation and 

OFDM transmission scheme having 256 sub-carrier with QPSK modulation.  The most immediate 

observation is that without equalisation, the ISI dominates the performance and the LDPC coding alone 

provides negligible gain over uncoded QPSK, in contrast to its very promising performance over the 

AWGN channel. A small improvement in performance over the uncoded system can be achieved using 

either equalisation or OFDM, with SRK equalisation slightly outperforming OFDM, but both schemes 

suffer from an error floor. By including the LDPC code the error floor is ‘broken’ and significant 

coding gains are achieved over the uncoded equalised and OFDM systems. The results show that the 

LDPC code with SRK equalisation outperforms the scheme with the LDPC code and OFDM on the 

BFWA channel, particularly at lower signal-to-noise ratios, with a coding gain of around 1dB at a BER 

= 10
-3

. 

Figure 8 shows the simulation results of the (4351, 4123) LDPC-BIBD code using equalisation and 

OFDM with QPSK over the BFWA channel. Once again, this longer code still does not perform well 
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over the BFWA channel on its own and when used with SRK equalisation has approximately 1 dB 

coding gain at a BER = 10
-3 

over the OFDM system. 

Figure 9 and Figure 10 show the performance comparison of the (2715, 2535) and (4351, 4123) LDPC 

codes respectively using equalisation and OFDM with 16-QAM over the BFWA channel. The receiver 

performance using LDPC coding on its own is again plotted for reference. With OFDM transmission 

we find the BER performance is again vastly improved. However, if we compare the equalised system 

with the OFDM system for the same code length, the SRK equalisation scheme performs slightly better 

then OFDM scheme with an improvement of approximately 1 dB at BER 10
-3

.   

 

7.  Conclusion  

In this paper, high rate variable length LDPC codes have been constructed using the BIBD method and 

their performance over the BFWA channel has been evaluated with SRK equalisation and OFDM 

modulation separately to overcome the ISI introduced by the channel. The BFWA channel is very harsh 

and without either of these techniques the LDPC codes perform poorly. The theoretical analysis of 

BFWA channel with a non-coherent detection technique matches closely with the results obtained by 

simulations using QPSK/16-QAM. The simulation results show that significant coding gains can be 

achieved using LDPC codes with SRK equalisation or OFDM over uncoded systems. However, LDPC 

codes with SRK equalisation do outperform LDPC codes with OFDM over the BFWA channel, 

particularly at lower signal-to-noise ratios. The performance is worse when using OFDM since it 

reduces what little frequency diversity is available in the BFWA channel resulting in the LDPC code 

being unable to effectively recover this lost diversity. Consequently, for a single carrier with SRK 

equalisation we can still take advantage of more of the available channel frequency diversity. Also, the 

use of high rate LDPC codes and high constellation QAM will minimise bandwidth use and improve 
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the overall data rate of the system. Future work will be to investigate joint equalisation and LDPC 

decoding to improve the performance over the Multi-Input-Multi-Output (MIMO) BFWA channel.  
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Appendix A 

According to equation (10) in section 3.1.1, we have  
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For a specific data block, the channel coefficients 
210

,, ααα  are fixed and the bit error rate of this 

specific data block can be computed by (35) provided that the channel coefficients are known. 

However, the aim of this analysis is to derive the bit error probability averaged over many data blocks, 

where the channel coefficients vary from block to block. The average
b

P , denoted as 
b

P   is derived by 

averaging ),,,(
21

AAYXP
b

over the distribution of
21

,,, AAyx , i.e, 
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where, )(),(),(,)(
21

ApApYpXp  are the PDF functions of 
21

,,, AAYX , respectively. In the 

derivation of the average bit error rate, 
21

,,, AAYX  should be viewed as random variables since they 

differ from one block to another. 

The amplitude of 0α , i.e., 
2

0
α is characterized by a Ricean distribution [3] due to line-of-sight 

propagation (the real and imaginary parts of ,
0

α  are non-zero mean Gaussian random variables), X and 

Y are still Gaussian distributed with PDFs defined by (7) and (8).  Also, 21  and  αα  are characterized 

by a Rayleigh distribution [3] due to non-line-of-sight propagation (both real and imaginary parts of 
1

α  

and 
2

α  are zero mean Gaussian random variables). Therefore, each of the random variables 

21   and  AA has a central chi-square distribution with 2 degrees of freedom and PDF [22] 
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where, [ ] [ ]2
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The exact average bit error probability for the QPSK modulated BFWA system should be calculated 

with Eq. (38). However, the derivation of its closed form expression does not seem to be tractable, and 

numerical evaluation of this four-fold integral would be too tedious. In what follows, we obtain a 

closed form formula for average bit error probability by using some approximation methods. One 
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simplification measure is to remove the dependence of 
21

, AA  in (35) by taking the expectation with 

respect to random variables 
21

, AA  
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The approximation in (39) is due to the fact that instead of carrying out integration to evaluate 

expectation, we simply replace the noise plus interference term 
021

NAAN
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++=
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with its 

mean value [ ]
021

NPPNNE
wnoiseISI

++==
+

. This is so-called standard Gaussian approximation 

(GA) in the literature. An example is shown in [23] (see equations (25), (26)). The exact analysis is 

carried out by equation (41) in [23]. By comparison, one can see that the random variable ψ  (i.e., the 

MAI variance) in [23, Eq (41)] is replaced by its mean value [ ] [ ] ( )
3

1
2

NKZEE
K

k k
−== ∑ =

ψ  in 

[23, Eq (25)] and [23, Eq (26)] so that the integration expressed by [23, Eq (41)] can be avoided. It has 

been shown in [23], [24] that this approximation method gives close results to that derived by the exact 

analysis using integrations at high bit error rate. Therefore, it is well-suited to the performance analysis 

of the non-coherent detection scheme for which the performance is usually poor (bit error rate is high). 

It was also concluded in [23], [24] that this approximation method generally gives optimistic results. 

This concurs with our results shown in Fig. 4, where we can observe that theoretical curves lie below 

the simulation curves for both QPSK and 16-QAM systems. 

A more accurate and still simple approximation method to evaluate expectation without carrying out 

integration was proposed by Holtzman in [25]. It was shown that the accuracy of analysis can be 

improved if not only the first order statistic (mean value), but also the second order statistic (variance) 

of the random variable is taken into account. In our case, it means we not only use E[
1

A ] and E[
2

A ], 
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but also var[
1

A ] and var[
2

A ] in the calculation of ),( yxP
b

. Holtzman approximation has been 

adopted in several papers, e.g., in [26] for analysis of CDMA systems with parallel interference 

cancellation scheme and in [27] for analysis of the BFWA system with coherent detection. However, 

this approach is not considered here because the target system to be analyzed is the BFWA system with 

non-coherent detection, for which the bit error rate is high, and in such a scenario, standard GA gives 

sufficient accuracy as indicated in [23], [24]. 
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where ( )YXP
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,  is given by (39). Next, it is shown how the above integral can be avoided by using the 

fact that both X and Y are Gaussian random variables and by utilizing some properties of the Q-function 

given its arguments are Gaussian random variables. Since x is a zero-mean Gaussian random variable, 
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which is equivalent to Eq. (11) 

Appendix B 

BIBD Design Example 

Let O = {x1, x2, x3, x4, x5, x6, x7} be a set of seven objects. The following blocks: 

{x1, x2, x4} , { x2, x3,  x5}, {x3, x4, x6} , { x4, x5,  x7}, {x5, x6, x1} , { x6, x7,  x2}, { x7, x1,  x3} 

form BIBD for the set O. The parameters of the BIBD design are as follows: 

No of objects; v = 7 

No of blocks; b = 7 
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The block consists of three objects, each object appears in three blocks and every object appears 

together in pairs in exactly one block, i.e. covalency λ =1. The incident matrix Q of this BIBD is given 

as follows: 

Q   =  


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















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






1101000

0110100

0011010

0001101

1000110

0100011

1010001

 

The rows are the right cyclic shifts of the row above and columns are the downward cyclic shifts of the 

last column. Q is known as a 7 × 7 square circulant matrix or circulant. Therefore, BIBD with λ = 1 has 

all the structural properties of the LDPC parity check matrix.  

Appendix C 

Example of Bose BIBD design t= 1 

BIBD Bose parameters will be as follows 

  GF (12 +1) = GF (13), prime number p =13 

  No of rows, v = 13 , Objects  

  No of columns, b = t v = 13 , blocks 

  Column weight,   γ   = 4 , 

  Row weight,  ρ  = 4 ×1 = 4, 

  Primitive Root of GF(13) ,  x =  2  

  Bi  = (0, x
2i

, x
2i+4t

, x
2i+8t

) for 0 ≤ i < t 

  B0  = (0, 2
0
, 2

4
, 2

8
),  for i = 0  

  B0  = (0, 1, 3, 9),  for i = 0 
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B0 is one of the blocks of GF (13), the other 12 blocks can be obtained by adding all the elements of GF 

(13) to B0.  

Blocks of Incident Matrix: 

B0  ( 0, 1, 3, 9 ) + 0  =    (0, 1,  3, 9) 

B1 ( 0, 1, 3, 9 ) + 1  =    (1, 2,  4, 10) 

B2 ( 0, 1, 3, 9 ) + 2  =    (2, 3,  5, 11) 

B3 ( 0, 1, 3, 9 ) + 3  =    (3, 4,  6, 12) 

B4 ( 0, 1, 3, 9 ) + 4  =    (4, 5,  7,  0) 

B5 ( 0, 1, 3, 9 ) + 5  =    (5, 6,  8,  1) 

B6 ( 0, 1, 3, 9 ) + 6  =    (6, 7,  9,  2) 

B7 ( 0, 1, 3, 9 ) + 7  =    (7, 8,  10, 3) 

B8 ( 0, 1, 3, 9 ) + 8  =    (8, 9,  11, 4) 

B9 ( 0, 1, 3, 9 ) + 9  =    (9, 10,12, 5) 

B10 ( 0, 1, 3, 9 ) + 10  = (10,11,  0, 6) 

B11 ( 0, 1, 3, 9 ) + 11  = (11,12,  1, 7) 

B12 ( 0, 1, 3, 9 ) + 12  = (12, 0,   2, 8) 

The incident matrix Q can be obtained by setting ‘1’ in the position specified by each block as shown 

below.  

444444444444 3444444444444 21
1 3

1

0

0

0

1

0

0

0

0

0

1

0

1

1 3

1 21 11 09876543210

=



























=

b

v

BBBBBBBBBBBBB

101000001000

110100000100

011010000010

001101000001

000110100000

100011010000

010001101000

001000110100

000100011010

000010001101

000001000110

100000100011

010000010001
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FIGURE CAPTIONS 

Fig.1: The complete diagram of the single-input single-output LDPC coded BFWA system, (a) with 

equalisation  (b) with OFDM. 

Fig. 2: Constellation diagram of a coded (a) QPSK  (b) 16-QAM 

Fig. 3: Structure of Adaptive Equaliser using 5 feed-forward and 3 feedback taps 

Fig. 4: Non-coherent detection of QPSK and 16-QAM over the BFWA channel. 

Fig. 5: Performance of the (2715, 2535) LDPC code over the AWGN and Rayleigh Fading Channel 

Fig. 6: Performance of the (4351, 4123) LDPC code over the AWGN and Rayleigh Fading Channel  

Fig. 7: Comparison of Simulation results of the (2715, 2535) LDPC code using QPSK over the BFWA 

channel. 

Fig. 8: Comparison of Simulation results of the (4351, 4123) LDPC code using QPSK over the BFWA 

channel.   

Fig. 9: Comparison of Simulation results of (2715, 2535) LDPC code using QAM over the BFWA 

channel. 

Fig. 10: Comparison of Simulation results of the (4351, 4123) LDPC code using QAM over the BFWA 

channel.   
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Figure 1  
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Figure 3 
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Figure 4  
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Figure 5 
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Figure 6 
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Figure 7 
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Figure 8 
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Figure 9 
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Figure 10 
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