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Abstract— High rate transmission over power lines imposes stringent Here, performance at a BER afo~'? was 2.5 dB from the
requirements in coding and equalization, the chief impairments being sphere-bound. A DMT-based LDPC coset-coding scheme was also

severe signal attenuation and impulsive noise. Yet, transmission re- . nqeq recently in [1] for ISI-constrained channels; the scheme
quirements over this medium have reached several Mbit/sec to compete

with other types of access. In this paper, we propose a novel PAM- Makes use of RS component codes at high layers due to their
based coded modulation scheme that is well suited to meeting suchlow complexity and their well-known construction at high rates.
constraints. The proposed scheme combines Low Density Parity Check However, the motivation of our proposal is broader, as we view
(LDPC) codes and maximum-distance separable block codes to achieveiye coset decomposition with different noise characteristics at each

high spectral efficiency, low decoding complexity, and a high degree of . . . .
immunity to impulse noise. To achieve better immunity to burst and layer. The partition between modulation, coding and equalization

impulse noise, a novel interleaving scheme is proposed. To achieve goodS also different from what is proposed here.
performance in the presence of inter-symbol interference, the proposed  To extend the burst error-correction ability of the proposed

coset-coding is combined with Tomlinson-Harashima precoding and coding schemes, interleaving is applied. Uniform interleaving is
spectral shaping at the transmitter. widely used in concatenated coding where, for example, a soft-
decision code like trellis-coded modulation (TCM) is concatented
with an RS code, separated by a byte-interleaver [14]. The RS code

The power-line channel presents severe constraints for communi-such schemes corrects burst-errors that are left uncorrected by
cations, such as signal attenuation (insertion loss) over long cablgs Viterbi decoder. However, the scheme proposed in this paper
impulse noise, and inter-symbol interference. In particular, impulskffers in the sense that interleavers are used at each layer of a coset
noise is a severe impairment, and occurs in the form of timeecomposition independently, each tailored to different properties
varying periodic noise synchronized to the line frequency, periodigf the component codes and noise at different layers. Simulation
but asynchronous noise caused by switching power supplies, asdults show good performance with sufficient interleaver depth.
asynchronous noise caused by random switching transients in th&he remainder of the paper is organized as follows. In Section
network (cf. [3], [17]). In this paper, we propose a simple PAM{l, the power-line system model is outlined, along with details of
based coset coding scheme to overcome these impairments. therchannel and noise. We also motivate the proposed transmission
brevity, we focus on static or slowly time-varying channels. Thecheme in this section. Section Ill elaborates on the design of the
modulation scheme offers high spectral efficiency, immunity tproposed coset code in Gaussian noise as a first step to designing
multiple impulse noise sources, good coding gains, but yet, requifes the power-line channel. In Section 1V, the scheme is augmented
low complexity overall. The idea of coding with cosets withinto handle synchronous and asynchronous impulse noise. Simulation
a lattice framework was first generalized in [6]. An importantesults are also presented. Section V concludes the paper.
result, proven in [7], [16], is that coset codes can achieve the
sphere bound- channel capacity without shaping — with simple Il. SYSTEM DESCRIPTIONS
1-dimensional lattices, and with two or three levels of coset |n this section, we review the transmission model and channel
partitioning. Motivated by these ideas, the scheme proposed hegmditions for power-line communications, focusing on last-mile
for power-line channels is based on a 3-level coset decompositig@tcess over low-voltage lines.
with different codes at each layer of the decomposition. Viewing
the bottom layer as a Gaussian channel at low SNR, the schefheChannel Transfer Function
relies on (3,6)-regular low-rate LDPC codes of 1000-2000 bits A major drawback of power-lines is that the cable follows a
[10] for steep BER reduction. Meanwhile, the middle layer igus topology, rather than a point-to-point connection. Each power-
treated as a binary symmetric channel (BSC) that is coded Withe connecting each house or main to the bus (branch) can
hard-decision random and burst error-correcting cyclic codes. fave a different terminating impedance. Terminations (e.g., open
particular, a high-rate Reed-Solomon (RS) code is applied hererfaiins or connected appliances) represent a complex impedance
protect against random and phased-burst errors. By virtue of #ausing reflections (return loss), and consequently, a multi-path
large intra-coset distance, the top layer of the decomposition ceiflannel at the receiver. Moreover, longer paths experience higher
be viewed as a BSC channel that is only vulnerable to burst noisgtenuations since the signals travel longer distances. Thus, the
Both RS codes and single-burst-error correcting codes from [L%quency response of the PLC multi-path chanHélf) can be
are investigated. approximated by a sum oV paths [18]. The sum accounts for

In work related to LDPC-based coded modulation, a cosahulti-path propagation and frequency-selective fading, viz.,
coding scheme was proposed in [5] for DMT modulation over N
digital subscriber lines. The authors demonstrated that coset codes H(f) = Z g o~ (aotarfF)d; e—jzﬁff—; 7 Q@
can be constructed with relatively short LDPC binary codes, thus — =~ —
keeping latency to a minimum. Independently of this work, one of weightng  atenuaton ey
us proposed a coset-coding scheme for twisted-pair transmissielnere g; represents a weighting factor along pattvith distance
at 10 Gbit/sec [13], with LDPC codes on the order of 2000 bitsl;; ao,a1 are attenuating parameters;is the exponent of the

I. INTRODUCTION




attenuation, usually in the interval 0.2 to 1. The last term represent®2) Asynchronous Impulse Nois&he combination of all impul-

the propagation delay, with, denoting the velocity of propagation. sive noise sources that are asynchronous to the main frequency can

Typical values ofao, a1, andk are given in [18]. be modelled as a sum of damped sinusoids as in (2), but where
In this paper, we consider values ¢f,d;, N,ao,a1, and & arrival time ¢,,., IS modelled as a random variable [17]. The

that represent a typical reference channel ("channel 3”) for lastsynchronous bursts are usually caused by switching transients.

mile access, whose parameters are based on real measuremeritstifrar,. = tfﬁ)r,a — tfﬂ;}} denote the inter-arrival time between

Germany [18]. Channel 3 represents a hostile channel consistitansecutive bursts of asynchronous impulse noise, viz., past

of a 210m line with 8 branches, and hence multiples sources @f- 1. Then, as discovered in [17}; 47, can be modelled with

reflected signal power. The impulse response lasts on the ordarexponential distribution. In the simulations, we selegtr , to

of 10us. An important characteristic that we depend on is thbe exponentially distributed with mean o90ms. We assume the

symmetry of the transfer function (cf. [2]), which holds true whefimpulse widtht., , to be constant, approximatelyOu.s. However,

the terminating impedances of the transceivers are identical at btite amplitudes of the sinusoid$;,i = 1... I, remain Gaussian

ends of the link. This property permits transmitter-side techniquedistributed, as in Section 1I-B.1.

as will be shown in Section II-C. .
C. Transmission Model

B. Additive Noise We employ a simple baseband PAM-based scheme in this paper,

A comprehensive analysis in [17] characterized the noise sourd¥d! @n emphasis on static or slowly time-varying channels. In

that afflict power lines. The authors showed that the various noigitionary Gaussian noise and under the condition of zero excess-
sources can be classified broadly into the following categories; Pandwidth, a PAM-based scheme — when combined with ideal

DFE, spectral shaping at the transmitter, and noise-whitening
: . . . matched filter — is asymptotically capacity-achieving at high SNR
b) Narrow-bgnd sinusoidal noise (E.MI) that originates fronch' [8]). On the other hand, the impulse noise statistics are time-
°°”.‘m?r°!a' AMi FM apd ham radlo sources. _variant on the order of a few micro-seconds [17]; this makes it dif-
©) F.)er'Od'C impulsive hoise _that IS synchro_nous _to the_ MaNR-ult to compute even the capacity of such a channel. To simplify
(ie. ever;c/i AChcycIe) O”?mated by transients in appllancet?]e design of a transmitter in impulse noise, we take a decidedly
d ;onngte_ tOtI € power |rr]1es.- h h . sub-optimal approach. First, the shaping transmit-filter, equalizer
) Periodic impuiseé noise that is asynchronous to the MAINd matched-filter are computed with well-known methods for an
caused by switching pov_ver.su_pplles: . ISI-constrained Gaussian channel. In summary, these techniques
€) Asynchronous and aperiodic impulsive noise usually caus% esent a flat AWGN channel to a channel decoder, which greatly
by random switching transients. simplifies the design of a coding scheme (Section lll). The code
In this paper, we consider all noise sources mentioned aboythen augmented to protect against non-stationary impulse noise
except b). While narrow-band EMI is a significant constraint isection 1V).
practical schemes, for this paper, we assume that the narrowThe scheme is depicted in Fig. $(f) represents a spectral-
band interference can be mitigated with a frequency notch, usiggaping filter, designed to achieve the optimal water-filling spec-
a combination of spectral shaping at the transmitter and noisgym for the power-line channeil (). The well-known minimum
whitening matched filter at the receiver. Meanwhile, the GaUSSiﬂﬁban-squared error (MMSE) DFE is used to mitigate ISI. Let
noise is assumed to be strongly colored, with higher energy at Ig9( ) denote the feedback filter of the DFE that cancels post-cursor
frequencies. ISI, assuming perfect decision-feedback. Due to the difficulty of
1) Synchronous Impulse Noisdt has been measured that acombining DFE’s with block codes, the proposed scheme makes
high percentage of the impulsive noise occurs periodically ange of the well-known Tomlinson-Harashima (TH) precoding [8].
synchronously to the mains. In general, the impulsive noise consistsis entails usingB(z) in a feedback loop at the transmitter to
of a collection of damped sinusoids [3], with higher content imjtigate post-cursor IS4 priori, as shown in Fig. 1. The symmetry
the low frequencies. The periodic impulses can be modelled agfthe channel transfer function proven in [2] permits precoding.
collection of I, damped sinusoids The TH-precoding induces a small transmitter power-penalty; for
I, N Py an 2M-PAM constellation, the penalty has been shown to be
ns(t) = Z Ai sin(27 fi(t—tarrs)tas)e i 11 <$> 25— Which is asymptotically negligible for large constellations.
bw,s However, the TH-precoder also causes shaping loss by up to
. ) . @) me/6 =~ 1.53 dB. To avoid the shaping loss, a practical alternative
where f; is the “pseudo-frequency” of the sinusoid, and the s | aroia precoding, which is asymptotically capacity-achieving at
phase, of thei-th damped sinusoidll(t) is defined as a square pjgh SNR's with large constellations [8]. A receiver filtéF] () in
pulse of duratiort.,,s sec, with constant amplitude in the intervalgig 1 genotes the noise-whitening matched filter of the DFE. This
0 <t <1 and zero elsewhere..,, is the periodic arrival time, fjter also mitigates pre-cursor ISI. We are now left with almost-
and A; denotes the amplitude of theth sinusoid. We assume Gayssian residual ISI and whitened Gaussian noise at the input to

Ai ~ N(O, Gioy) , @ = 1...1;, where G; represents the e channel decoder. This motivates our approach of designing the
increase over the variance of Gaussian background rdgisand coding scheme for the AWGN channel first.

can range fron20 — 30 dB. The gainG, of sinusoids at higher

pseudo-frequencies is selected to match the typical low frequency [1l. CODING IN GAUSSIAN NOISE

content observed in impulsive noise measurements, usually belown this section, we propose a coset-coding technique that com-
1 MHz. The termr; denotes the damping factor. Meanwhile, théyines both bandwidth-efficiency and good performance in the

pulse amplitude equals the standard deviation of the backgroysi@sence of Gaussian noise.

noise. In [17], impulses of approximatety, s = 50us have been

measured, and this value is used in the simulations. In [3], pseudb- Code Structure

frequencies were characterized from 500 KHz to 3 MHz. In this We refer the reader to a comprehensive treatment of lattices and
paper, we consider 3 component sinusoifis£ 3), with pseudo- coset codes in [6]. The modulation scheme of this paper uses PAM
frequencies of 300 KHz, 2 MHz, and 3.5 MHz. constellations, which can be viewed as sub-sets of lattices. The

a) Colored Gaussian noise.
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Fig. 1. LDPC coset coding combined with Tomlinson-Harashima precod-

ing. Fig. 2. Capacity analysis of 3-level coset partition for 128-PAM, as in
[16].

PAM constellation can be viewed as a finite set of points belonging
to a translate of anV-dimensional latticeA and bounded by a has an important benefit in terms of reducing complexity. This
rectangular shaping regiof. The constellation can be expresse@hoice of rate-allocation allows soft-decision multi-stage decoding
as(A+Q)NS, whereQ € RY is a translation vectof2 is selected to be used without loss of optimality, assuming capacity-achieving
to center a constellation symmetrically around the origin. Considesmponent codes are used. This rate allocation strategy is used in
a sub-latticeA’ of A. A coset of A’ can be defined as a translationthe paper, but for simplicity, we use hard-decision decoding.
of A’ by ), such that To compute the rate allocation, consider a nominal transmit
, , , ower of 0 dBmW. The water-filling capacity analysis in Section II-
N4r2{fz=utr | 2eh, uel, Ae[A]A ]}(' ?: revealed a capacity of approxirgateﬁ/ 49)./7 Mb?;/sec for “channel
[A | A’] represents the set of translates that satisfies (3). The sggi,zvg( Caé ;;eg:lsg\fv):d?r? r;,dAﬁ_t‘)f asgej jjhgﬂr: ez ' (;,girgi;;?me:; a
lattice A’ is said to induce a partition\|A’, of the infinite lattice leading to transmission of 6.44 b/symbol. On the other hana, the
A. The coset partitionsh” | AN’.AN. | A™,-- of a multi-level capacity of a multi-level decomposition of 128-PAM in Gaussian
partltlor! chain can be dgﬂned §|m|larly. noise is shown in Fig. 2. The figure shows that a capacity of 6.44
Consider a 3-level lattice partition chal| A" | A”. Let Gaja'  pim can be achieved at a minimum SNR of about 38.9 dB at
zlindGMA// denote generator matrices of block codes that rfaSpe[ﬁ'e input to a coset code demodulator. For slowly time-varying
tively generate codewords,|as ande, | over alphabetfh | A')  pohnels the rate-allocation must be re-computed periodically with
and [A" | A”]. A third matrix G~ s generates codewords o i oton from the receiver.

carjarr that selectsm points from a sub-se{(A” +2) N S}. \uiy this approach in mind, the analysis shows that fatey ~
Now, a coset-codd can be defined as a set of codewords selected; ;o optimal to code the\ | A’ partition, while R/ x» & 0.9
such that is optimal to code\’ | A”. The analysis also shows that the bits
L2{ax = can+enpnr +eanpm | €A™} . (4 Mapped ontq{(A” + ) N S} can be transmitted at full rate in
Gaussian noise. This justifies the choice of a simple 3-level coset
The examples in this paper use a 3-level coset partition @ver partition.
The bits mapped of (A" +) NS} are left uncoded in Gaussian ~ Selection of Component Codedo obtain a steep reduction in
noise, but coded for impulse noise. If the rates of each compon®&R, we selectG, s as short (3,6)-regular LDPC codes from
code of the coset decomposition aa s/, Rasa and Ryn, it [10], which are known to have good performance at low rates. The
is easy to see that the coding ratelofis given by codes have length 1000-2000 bits which results in low complexity.
For G o/ a7, We consider two choices: a rate-0.9 regular LDPC

1
R(L) = [ Rajar logy [A[A'] 4+ Rarjarr logy [A'|A” |+ code from [4], and a rate-0.9 Reed-Solomon (RS) code. It can be
Ry logy |(A + Q)N S| bidim. (5) Shown that a relatively weak algebraic codgx is sufficient
forthe A’ | A" partition, under hard-decision multi-stage decoding.
B. Code Construction in Gaussian Noise C. Discussion of Simulation Results

In this section, we discuss the code construction, coset decompoB@sed on the code construction discussed previously, two coset

sition, and choice of coding rate for a slowly time-varying powerc0des are investigated here: one making use of LDPC codes, and
line channel. the other a combination of LDPC and RS codes. Both schemes

Capacity Considerations and Rate Allocatidret C(L) denote use_hard-decision multi-stage decoding. By the capacity analysis
the capacity of a coset code over a lattice partitiom | A’ | A", of Fig. 2, both schemes use the same (3,6)-regular rate-0.5 regular
yerLDPC code from [10] forGza-. Furthermore, the top layer is

and letCy|a+, Carja @andCyr» denote the capacities of each la 5 ‘ )
of the coset decomposition. A key result proved in [16] is tHéE.) left uncoded in both schemes. However, the schemes differ in the

can be achieved by any combination of coding rates, provid€fjoice of encoder matri& |, : one is a rate-0.94 regular LDPC

Ranr + Rarjar + Rav = C(L). In particular, apportioning’(L) code from [4], while the other is a binary expansion of an RS code

by matchingl coding rate to partition capacilty ie. of same rate. Codes around 1000-2000 bits in length are used in all
T cases. To our knowledge, the family of LDPC codes in [4] exhibit

Rajar :==Cajnr > Rarnar :=Carjar , Rav :=Cyr», (6) the best performance among regular high-rate codes.



10 ‘ ‘ ‘ ‘ ‘ Coding onA’ | A”: The capacity analysis of Fig. 2 in Gaussian

! L RG SaRe e e300 noise showed that tha’ | A" partition could be coded at a high
107 | e, e lensoa ] rate due to the smaller impact of Gaussian noise at this layer.
- SZD\ZEL’_Z:;;SLDPC 4D U"°°I‘zfiv448:;2°“8 = However, the effect of impulse noise is to cause bursts of errors,
ol T PAMA ZI2Z: LDPC, 1en=1000000 [9] | either in the form of a single-burst or as multiple phased-bursts.

Viewing A’|A” as a binary symmetric channel (BSC) for simplicity,
we are now interested in a cod&,/ |5~ that can correct both
random and burst errors efficiently, with little loss in rate. The
burst-correction efficiency;, of an(n, k) code can be defined [12]

1 by the amount of redundancy required to correct all error bursts of
length i-bits or less, viz.,

107 -
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107°F I 'sphere=bound <

1=153d8 A code that can correct all bursts of lengthits or less with an
0 2 4 6 8 10 12 14 efficiency ofnp = 1 is said to achieve thReiger boundThough not
SNR indB (gap to capacity) . .
o optimum, we rely on the random and phased-burst error-correcting
properties of RS cyclic codes fok’|A”. A binary expansion of
a t-error correcting(n, k) Reed-Solomon code over GF) can
correct:

The performance of the schemes is shown in Fig. 3, relative to, Any combination oft or fewer random bit errors.
gap-to-capacity or normalized SNR. The scheme combining LDPC, A single burst of lengthi = (¢t — 1)g + 1 bits, or less.
Shannon-capacity — at a BER td~'!, measured with simulations 1, in bits [12].
over2.5 x 102 bits. There is almost no difference in performanc .

v x ! : I ! p’ eI'hese properties follow from the fact that @F'(2?7) RS code
to the LDPC-only example proposed above for BER’s measured . .

7 . perates org-bit symbols. Notice that, ag — oo, n = 1. Hence,
up to10~". A second example — with a (3,6)-regular code of lOO@ZS codes are asvmptotically optimum
bits for G5 a» — shows similar performance to recent proposals for Codi A yhp y fph' uI ) domi dby |
10G-Base-T Ethernet [13], [15] which uses (6,32)-regular codes of oding onA™: The errors of this layer are dominated by long

2048 bits. However, the complexity of the schemes proposed in tﬁg\gle-burst errors or multiple phased-bursts. There are virtually no

paper is far lower due to the small degree of the nodeS in,- errors due to Gaussian noise. Viewind as a BSC channel, we

The results can be compared to other LDPC-based coded mgal_(_est_lgate RS f:odes, as well as smplg cyclic codes @@(2)_
ulation schemes. In [9] for example, 2-level coding schemes ov%'?t'm'zed for single-burst e_rror-correctlon [_11]' For comparison,
7 | 27 with a total rate of 1 b/sym were analyzed. The schem PC codes are .also conS{dereq. The main aFtractlon of single-
considered irregular and quasi-regular LDPC codesdar,s and urst error-correctlpg codes is thglr Igw complexny (Iengf[hs on the
Grjar With length 10° bits each. Here, a gap to the Spheregrder of 100-200 bits) couple_d with _hlgh efﬂm_ennyln particular,
bound of 0.2-0.3 dB was observed. In [5], the authors investigatgcﬁlgs’lsz) code from [11] is considered, wiffr 0.77.

LDPC coset-coding over DMT modulation &t | 4Z7 with QAM i _
constellations for VDSL applications, with component codes di: Multi-Level Interleaving
the order of 2000-4000 bits. The scheme is about 1 dB away inTo extend the burst error-correction ability of the coding schemes
performance from proposals in this paper. As mentioned in SectigBove, uniform interleavers are used at each layer of a coset
?7?, the authors of [1] proposed a combination of LDPC and R&ecomposition. The proposed scheme is depicted in Fig. 1 and
codes for coset-coding over DMT oA® | 2Z° | 4Z°. In the consists of uniform interleaverl,, IT,/, and IT,~ respectively.
presence of AWGN, the gap to Shannon capacity of the schemerigr the combination of LDPC and cyclic codes, the scheme can
[1] was found to be about 2.3 dB (0.8-1.2 dB gap to the spherge summarized as follows:
bound). The justification for RS codes was to reduce complexity 1. Uniform Bit-Interleaving of LDPC Code Bits Williy o/ Let
and to ease code selection, which is only part of the rationale @f; (,) denote the minimum Hamming distance of the LDPC
our paper. Meanwhile, to handle different coding rates on eag@ide, and lety ; denote the interleaver depth of coset cdle
sub-channel, a concatenation of LDPC and various repeat-codgfen, with optimal decoding, a well-known result from coding
are used on the|A" partition. theory [12] allows one to correc{gilpL df(cA)j burst errors by

IV. CODING IN GAUSSIAN AND IMPULSE NOISE uniform interleaving with depthb y .

In this section, we investigate LDPC-based coset coding under?- GF@?) Symbol-Interleaving of RS Codewords wiih
the simultaneous constraints of colored Gaussian noise and imp i by GF-symbol interleaving with depth 7, a uniformly-
noise. Both synchronous and asynchronous impulse noise modBigreaved cyclic code over GE) can correct any single burst
from Section 11-B.2 are considered, and different coding schem86 ¥ L ((t — 1)g + 1) bit errors. This motivates the use ofgebit

Fig. 3. Comparison of various LDPC-coded modulation schemes

t
1+10+q—2)/q]

are compared. symbol interleavell,/ 5~ at theA’|A” partition.
) S 3. GF@2?P) Symbol-Interleaving of Cyclic Codewords with, - :
A. Error-Correction Schemes acrogs| A" | A For a GFP) cyclic code used ofA” + Q) N S, similar argu-

Coding onA | A’: This layer is affected by both Gaussian noisenents can be drawn to motivate interleaving wil,» on p-bit
and burst impulse noise. However, the coding scheme here makesindaries. If the single-burst correcting short codes of [11] are
use of the same LDPC cod&s, |,/ used in the AWGN case of used, a uniform bit-interleaver ovétF'(2) is sufficient. Since these
Section 1lI-C. The goal is to obtain a steep reduction in BER. Thare already constructed with interleaving to fit the coset codeword
LDPC construction is based on [10], and at low coding rates (onlygngth (say, with depthl,./), the effective interleaver depth is
seems to perform well even in the presence of impulse noise. Wy W,..



Tab. 1.

Combination of coding schemes investigated under realistic noise conditions.

Coset code Rb(L) GA\A’ GA/ |AY GA” N \IJL
L1 47.7 (3,6)-reg., [10] (6,32)-reg., rate-0.87 [4] (7,80)-reg., rate-0.99 [4] 1,24
Loy 46.3 " (6,32)-reg., rate-0.86 [4] (7,80)-reg., rate-0.93 [4] "
Ls 47.1 ” RS GF(28), rate-0.88 RS GF(219), rate-0.95 ”
Ly 46.4 " RS GF(28), rate-0.88 | Single-Burst [11], rate-0.93 "

Due to the multi-level nature of the interleaver, notice from Fig. 1

that the decoded bits from one stage have to be re-interleaved in

order to be used as the coset-labels of the next. w0

— L,:AIA\: LDPC AJA: LDPC A: LDPC
~- L, AIA\: LDPC AJA: LDPC A: LDPC

= —- Ly AIA:LDPC AA:RS  A:RS
= Ly AIA: LDPC AJA: RS A: Burst
; ¥

C. Simulation Results with Colored Noise and Impulse Noise 10* 3
. . . =S VoY \
In this section, we present performance analysis of the proposed - J:a‘\\\\k | w =1 ]
coding scheme under the conditions of ISI, colored noise and wT %
. . . " Water-filling capacity Be\ * S
impulse noise. We augment the PAM-based scheme designed i+ in Gaussian noise T . ]
. . . . . . @ \
Section IlI-C to withstand impulse noise. Our approach is to define e K o \
\ \

a worst-case condition, and then design the coding and interleaving i : R T e 1
scheme accordingly to handle this case. This is clearly a sub-
optimal approach. Furthermore, even the worst-case scenario is”
a simplified assumption that does not always hold true, as will ; ssas !
be explained further. However, to gauge the performance of the *° ¢ : 3
scheme, the results in impulse and Gaussian noise are compared to
channel-capacity with only Gaussian noise. This provides a bound *° o 2 P s s 10 w2
on the gap to the true channel-capacity in the presence of impulse Gep o capacly (hout mpuise nose) 8
noise. Fig. 4. Performance of coding schemes on “channel 3", in the presence of
Table 1 briefly outlines the combination of coding schemes thatlored noise, residual ISI, synchronous and asynchronous impulse noise.
were investigated to this end. The channel under consideratipfrieaver depthl =1 and ¥ = 24.
is “channel 3". R°(L) refers to the final transmission rate after
additional coding to handle bursts of impulse noise.
1) A “Worst-Case” Scenario: Consider the example of Sec-the error will be detected and corrected by a different means of
tion I1I-C, which operates at zero-excess bandwith at a baud-rategfor control discussed in Section IV-C.3.
7.7 MHz. Since we have a binary lattice partitién| 27 | 47, each Hence, the “worst-case” scenario can be stated as follows: one
coset codeword il consists of 2000 128-PAM symbols, as lengthysynchronous impulse and a commensurate number of synchronous
of Gxjar = 2000. This implies a PAM symbol duration @ ~  jmpulses occur within an interval Ty sec’s. The burst-lengths
0.13us and a frame duratioff’; = 2000 - T = 260us. Consider Tw,s and Ty, . of the impulses are spanned completely within
_the European electricity network and_assume 6 §ynchronous no@ETf. Let lf\w: lf\'\A”’ andi%,, denote the total phased-burst
impulses per 50Hz AC cycle. To design for maximum number %ngths, in bits, onA|A , A’JA”, and A” respectively. Let%

burst errors during the cycle period, we assume the impulses gi&,ote the burst length in terms of PAM symbolsAinThen,
equally spaced in time. Then, an impulse event occurs every 3.3 ms,

or approximately every 12.7 coset codewords. We assume that the U T
. . . . b Ltf Tw,s Tw,a
duration of each synchronous impulse noise burst,is ~ 50us. In = . + symbols (9)
. . ’ ta'rrs Ts Ts
Since the peak amplitudes of the synchronous bursts follow a ’ N
Gaussian distribution\ (O,Gia?,) in (2), we assume that, in the # of synchronous impulsex length  asynchronous length
worst case, all symbols exposed to this burst would result in l?\‘A, = log, |A|A| x Ik = I} bits, (10)
incorrectly decoded bits in the absence of coding. The synchronouslzlw — log, IA|A] x lf\ _ lf\ bits , (11)

burst spans, in the worst case, 385 PAM symbols.

Recall also that the duration of each asynchronous noise burst i = log|(A"+Q)NS| x I3 = 513 bits.  (12)
is assumed to be,, = 100us, which corresponds to 770
PAM symbols. The average inter-arrival time of the asynchronoqgleseAburst-lengtAhs are used in subsequent sections. We also use
bursts is7Trar,. = 100ms. Since the asynchronous impulsed?\w, l'Z\/\Au, andl3, to denote theorrectabletotal phased-burst

follow a Poisson arrival process, any number of asynchronol@ngths, in bits, om\[A , A’|A”, and A" respectively.

impulse bursts can arrive within a given interval. In particular, 2) Trade-off Between Interleaver Depth and Burst-Error Cod-
the probability of 2 or more such asynchronous impulses Withiniﬁg: Our goal is to find a good combination of interleaving
codeword interval is given by and burst-error correction needed to correct all burst-errors in
the worst-case scenario. We first estimate the rates by which
Gan, Garjar, and G yrpa have their coding rates lowered to
correct only the burst-errors. Computing this rate reduction can
be very complex, since some codes can correct both random and
Consider an example of an interleaved scheme With = 24, burst errors simultaneously, and some errors due to Gaussian noise
and hencet = 247 sec’s. Then,P {> 2 Poisson arrivals ~ may overlap with burst errors. To simplify this analysis and to

2 x 107°. When ¥y = 100, the probability of 2 asynchronous obtain just an estimate of the reduction in rate needed, we assume
arrivals is~ 3.3 x 10~*. These probabilities are small, but ofthat all the code redundancy created by rate reduction is available
course, not negligible. For now, we assume that 2 asynchrondos optimal phased-burst error correction. Then, the coding rates
impulses will not occur within ab 7 T’y time interval; if it does, Rajas, Rarjav, and Ry~ are reduced by factorgajar, pasjar,

P{> 2 Poisson arrivals t =T} =
—_t
1—e TIAT,a (1 +

) ~34x107°. (8)
TIAT,a



and p,~ respectively, where block error< 1073, In the event of an uncorrectable error, a re-

G I transmit of the interleaved set of codewords is performed.
;o= oA b/sym san = 2T b/sym
PAIA mur rPAIA mur ’ V. CONCLUSION
_ 9 5 b/ 13 A simple LDPC-based coset coding scheme for power-line
pPar = S v sym (13) channels was investigated. The scheme combines LDPC and cyclic

codes to achieve near-capacity performance in Gaussian noise, and
to correct burst errors in impulse noise. At a BERL6f !, the gap
T [RA|A,(1 — pajar) + Rarjar (1 — parjar )+ to_gn-sha}ped chann_el capacity is about 2 dB in Gaussian noise_. To
RS 1 bit/sec (14) mitigate impulse noise, Reed-Solomon and burst error-correcting
(L= par)] bi : cyclic codes were investigated. An interleaving scheme is also
Notice that the full Gaussian capacity cannot be reached, irrespgeeposed, consisting of distinct interleaving stages tailored to each
tive of ¥, since level of the coset code. This results in increased immunity to burst
noise caused by impulses. In the presence of colored Gaussian

The final rate is therefore
1

R'(L)

JHm paa = lmo papr = limo par, noise, synchronous and asynchronous impulse noise and residual
- 1 H; T - ISI, the gap to channel-capacity of a Gaussian-noise-only channel
= I Zws pisym | (15) is about 5.5 dB at a BER: 10~ ".

m tarr,s Te

The limit is determined by the fraction of PAM symbols affected
by synchronous noise, which is independentiof . [1

Suppose we are provided with a 2 dBmW budget in transmit
power, or corresponding SNR, for protection against burst noise,
For the channel under consideration, this corresponds to 2.
Mbit/sec decrease in information rate to be used for impulse-noisg;
protection. From the previous section, we estimate that = 24
is a good choice for error-free transmissionR3( L) ~ 49.7—2.6
Mbit/sec. With these rate and interleaver-depth estimates, our gopl]
is to design a practical scheme with LDPC, RS, or burst-erro
correcting codes. Our design choice is to leave the LDPC code
G v unchanged since the code has been observed to perform well
in the presence of impulse noise, even without reducing the raté
Table 1 shows the various component codes used in the simulations.
To our knowledge, the LDPC codes selected from [4] are the beg]
high-rate regular LDPC codes in AWGN channels.

3) Discussion of Simulation Result$hhe coset codes of Table
1 were tested under the channel and noise conditions describEd
in earlier sections. All the coset codebk;, ..., Ly use the same
regular LDPC code from [10] folG s 5/. The comparative per- [g]
formance of the schemes with; = 1 is shown in Fig. 4. The
performance in all the figures is shown in terms of gap-to-capacit o]
in Gaussian noise (since capacity in impulse-noise is difficult t
compute). It can be seen that the impulse noise, coupled with lack
of interleaving, has a devastating impact on BER performance for
all schemes, irrespective of code type. [10]

With interleaver depth oft ; = 24, the BER performance is
also shown in Fig. 4. It can be seen that calig exhibits best [11]
performance, with no apparent error floor. The gap to capacity for
rate R"(Ls) is about 5.5 dB at a BER af0~". The codeL, also [12]
shows good performance until a BER3% 106, at which point an 13
error floor is seen. The advantage of phased-burst error protect[on]
afforded by RS codes is evident. However, the complexity of
a 1000-symbol RS code over GR°) is vastly higher than an
interleaved (195,182) binary cyclic code. The LDPC-only schem&?!
L, performs well until a BERx 5 x 10~°, but then exhibits an
error floor. Ly still exhibits poor performance. This suggests thats)
low-rate LDPC codes are more capable of handling burst errors.

Handling scenarios worse than the “worst-case”Although
the simulations results show good performance with cdde

o [16]

and ¥y = 24, conditions worse than the “worst-case” sce-
nario of Section IV-C.1 occur with a probabilityP, =
P {> 2 asynchronous impulse arrivals= 24T} ~ 2 x 1075, [17]
To solve this anticipated error-floor, the proposed scheme can be
combined with an automatic repeat-request (ARQ) protocol. Su[sfg]
schemes maintain coding rate — without sacrificing noise immunity
— by using forward error-correction (FEC) until, say, probability of
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