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Background

www.appliedcategorytheory.org
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How can we incorporate language change and language
learning into DisCo?

Translation - construed in a broad sense

Translation between two different languages - French to
English and back

Translation between different levels of complexity of the same
language

Translation between two users of one language - updating
each other’s language models

The aim is to provide a categorical description of translation
that encompasses these three different notions.
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Preliminary concepts

We introduce the notion of a language model that unifies the
product space representation of [Coecke et al., 2010] and the
functorial representation of [Kartsaklis et al., 2013]

This allows us to formalize the notion of lexicon which had
previously been only loosely defined in the DisCoCat
framework

We then describe how to build a dictionary between two
lexicons
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Categorical Language Models and Translations

Definition

Let J be a category which is freely monoidal on some set of
grammatical types. A distributional categorical language model
or language model for short is a strong monoidal functor

F : (J, ·)→ (FVect,⊗)
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Categorical Language Models and Translations

Definition

A translation T = (j , α) from a language model F : J → FVect to
a language model F ′ : J ′ → FVect is a monoidal functor j : J → J ′

and a monoidal natural transformation α : F ⇒ F ′ ◦ j . Pictorially,
(j , α) is the following 2-cell

J
F //

j

��

FVect

⇒

α

J ′

F ′

<<
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Categorical Language Models and Translations

Definition

Let DisCoCat be the category with distributional categorical
language models as objects, translations as morphisms.
Composition of morphisms runs as follows: Given translations
(T = j , α) and T ′ = (j ′, α′), the composite translation is
computed pointwise. That is, T ′ ◦ T is the translation
(j ′ ◦ j , α′ ◦ α) where α′ ◦ α is the vertical composite of the natural
transformations α and α′.
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Product Space Representation

Definition

Let F : J → FVect be a language model and let K : FVect→ Cat
be a faithful functor. The product space representation of F
with respect to K , denoted PSK (F ), is the Grothendieck
construction of K ◦ F . Explicitly, PSK (F ) is a category where

an object is a pair (g ,−→u ) where g is an object of J and −→u is
an object of K ◦ F (g)

a morphism from (g ,−→u ) to (h,−→v ) is a tuple (r , f ) where
r : g → h is a morphism in J and f : K ◦ F (r)(−→u )→ −→v is a
morphism in K ◦ F (h)

the composite of (r ′, f ′) : (g ,−→u )→ (h,−→v ) and
(r , f ) : (h,−→v )→ (i ,−→x ) is defined by

(r , f ) ◦ (r ′, f ′) = (r ◦ r ′, f ◦ (K ◦ F )(r)(f ′))
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Product Space Representation

What should we use for the functor K?

Definition

Let V be a finite dimensional real vector space. Then, the free
chaotic category on V , denoted C (V ), is a category where

objects are elements of V and,

for all −→u ,−→v in V we include a unique arrow
d(−→u ,−→v ) : −→u → −→v labeled by the Euclidean distance
d(−→u ,−→v ) between −→u and −→v .

This construction extends to a functor C : FVect→ Cat. For
M : V →W , define C (M) : C (V )→ C (W ) to be the functor
which agrees with M on objects and sends arrows d(−→u ,−→v ) to
d(M−→u ,M−→v ).

The morphisms in C (V ) for a vector space V allow us to keep
track of the relationships between different words in V .
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Product Space Representation

What should we use for the functor K?
When K = C as in Definition 5 the product space representation is
as follows:

objects are pairs (g ,−→u ) where g is a grammatical type and −→u
is a vector in F (g).

a morphism (r , d) : (g ,−→u )→ (h,−→v ) is:

a type reduction r : g → h
a positive real number d : C ◦ F (r)(−→u )→ −→v
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Product Space Representation

Proposition (PSK (F ) is monoidal)

For K = C and K = D, PSK (F ) is a monoidal category with
monoidal product given on objects by

(g ,−→u )⊗ (h,−→v ) = (g · h,Φg ,h(−→u ⊗−→v ))

and on morphisms by

(r , f )⊗ (r ′, f ′) = (r · r ′,Φg ,h(f ⊗ f ′))

where Φg ,h : K ◦ F (g)
−→⊗K ◦ F (h)→ K ◦ F (g · h) is the natural

isomorphism included in the data of the monoidal functor K ◦ F .
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Product Space Representation

Proposition (Translations are monoidal)

Let K : FVect→ Cat be a fully faithful functor. Then there is a
functor PSK : DisCoCat→ MonCat, where MonCat is the category
where objects are monoidal categories and morphisms are strong
monoidal functors, that sends

language models F : J → Cat to the monoidal category
PSK (F )

translations T = (j , α) to the strong monoidal functor
PSK (T ) : PSK (F )→ PSK (F ′) where the functor PSK (T ) acts
as follows:

On objects, PSK (T ) sends (g ,−→u ) to (j(g), αg
−→u ).

Suppose (r , f ) : (g ,−→u )→ (h,−→v ) is a morphism in PSK (F ) so
that r : g → h is a reduction in J and f : F (r)(−→u )→ −→v is a
morphism in F (h). Then PSK (T ) sends (r , f ) to the pair
(j(r), αh ◦ f ).

Bradley & al Translating & Evolving 12/20



Defining the lexicon

Definition

Let F be a categorical language model and let W be a finite set of
words, viewed as discrete category. Then a lexicon for F is a
functor ` : W → PS(F ). This corresponds to a function from W
into the objects of PS(F ).

NB: We have now fixed K = C and dropped the subscript in
PS(F )

We extend this to phrases, i.e. finite sequences of words
v1 . . . vn ∈W ∗ where W ∗ is the free monoid on W .
This defines a unique object in PS(F ):

(g ,−→v ) := ⊗n
i=1`(vi ) = (g1,

−→v 1)⊗ . . .⊗ (gn,
−→v n)

= (g1 · · · gn,−→v 1 ⊗ . . .⊗−→v n)

The extension of ` to W ∗ will be denoted by

`∗ : W ∗ → PS(F ).
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Defining a dictionary

Definition

Let ` : W → PS(F ) and m : V → PS(G ) be lexicons and let T be a
translation from F to G . Then, the F -G dictionary with respect
to T is the comma category

(PS(T ) ◦ `∗) ↓ m∗

denoted by DictT . Since W and V are discrete categories,
(PS(T ) ◦ `∗) ↓ m∗ is a set of triples (p, (r , d), q) where p ∈W ∗,
q ∈ V ∗ and (r , d) : (PS(T ) ◦ `)(p)→ m(q) is a morphism in
PS(G ).
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Defining a dictionary

Explicitly, let

`(p) = (g ,−→p ) and m(q) = (g ′,−→q )

then (r , d) is

a type reduction r : j(g)→ g ′ in the grammar category J

a morphism d in C ◦ G (g ′). Recall from definition 5 that this
corresponds to a real number d(−→p ′,−→q ) denoting the distance
between −→p ′ and −→q in G (g ′).
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Example

Example (Translation at the phrase level)

JEn = C ({nE , sE}), JS = C {nS , sS}
Consider distributional categorical language models

FEn : JEn → Cat and FSp : JSp → Cat

We take the fragment consisting just of nouns and intransitive
verbs. Let FEn(n) = NEn, FEn(s) = SEn, FSp(n) = NSp and
FSp(s) = SSp.

To specify PS(T ) we set:

j(nE ) = nS and j(sE ) = j(sS)
αnE , αsE to be linear transformations that ‘behave in the right
way’
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Example

What does ‘behave in the right way’ mean?

Backpedal: Suppose we are interested only in nouns. Then we
can learn a linear transformation from lists of noun vectors
and their translations.

However, α is a monoidal natural transformation, so
αgh = αg ⊗ αh for every product type gh.

This holds if αnE , αsE are unitary

In general, αnE , αsE won’t be unitary
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Future Work

Our current model doesn’t deal with changing the order of
words, like adj-noun/noun-adj. This is a matter of priority

Use the metric structure of vector spaces to form dictionaries

Work with the diagrammatic calculus

Investigate meaning change and negotiated meaning

Investigate the implementation of compositional translation
matrices.
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If you liked this...

... try this!
https://sites.google.com/view/semspace2019/home
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