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What is Game Theory?

» The mathematical study of strategic interaction between rational
agents

> Agents pick a strategy to play
» The outcome is determined by collective action of all agents
» The outcome determines the utility each agent receives

» Analyse these games via equilibrium
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What is an equilibrium?

(00,01) Nash Equilibrium if

» oo € argmax{ug(c’,01)}; and
o’'€Xo

> o1 € argmax{ui(oo,0”)}
g€,
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C
Pl 1
ayer1 -

Only equilibrium: (D, D).
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Matching Pennies

Bob
H T
Alice H 1 =11 11,1
T[1,-1]-11

No pure equilibrium.

Only mixed equilibrium: both play %H + %T.
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Problems with Game Theory

» Complexity issues
» Finding equilibria is computationally hard

» Games do not compose
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Pure Open Games



Pure Open Games [Hedges 2016]

[§] Neil Ghani, Jules Hedges, Viktor Winschel, Philipp Zahn
Compositional game theory.
LICS 2018.

» A framework for building games compositionally

» Applying Category Theory to Game Theory
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Pure open games: definition

Let X, Y, R and S be sets. A pure open game G : (X,S) = (Y, R)
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Pure open games: definition

Let X, Y, R and S be sets. A pure open game G : (X,S) = (Y, R)
consists of:

> a set ¥ of strategy profiles for G

» a play function P: L x X =Y

» a coutility function C: L x X x R — S

» an equilibrium function E : X x (Y — R) —» Z(X) .
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Pure open games: parallel composition
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Pure open games: parallel composition

SxS"  XxX'

[

Y x Y

RxR"  YxY’
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Pure open games: sequential composition
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Pure open games: sequential composition

Y x Y
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Incorporating mixed strategies

» Want to also capture mixed strategies.

» Solution: use the distributions monad for categorical probability theory
[Perrone 2018].
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Monads and strength

» A strong monad on a monoidal category C is a monad (7,7, 1) with a
left strength s, : A® TB — T(A® B).
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Monads and strength

» A strong monad on a monoidal category C is a monad (7,7, 1) with a
left strength s, : A® TB — T(A® B).

» If C is symmetric monoidal, we can define a right strength
ss: TA® B— T(A® B) by

TA®B - -BoTA—"~T(BoA) '~ T(A® B)
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Commutative monads

A strong monad on a symmetric monoidal category is commutative if

TA® TB—~ T(TA® B) > TT(A® B)
: lﬂ

T(A® TB) -~ TT(A® B) ——~ T(A® B)

We call this map ¢: TA® TB — T(A® B).

13/25



The finite distribution monad & : Set — Set

Probability distribution on X:

» function w : X — [0, 1]
> > w(x)=1

> finite support.
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The finite distribution monad & : Set — Set

Probability distribution on X:
» function w : X — [0, 1]

> Ew(x) =1

> finite support.

2(X) collection of distributions on X.
> n: X — 2X point distribution.
> 1 2°X — P X flattens distributions of distributions.
> (:I9X x 2Y — P(X x Y) independent joint distribution.

> 9-algebras: convex sets R, with “expectation” E: IR — R.
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Probabilistic Open Games

Let X and Y be sets, and R and S Z-algebras. A probabilistic open game
G :(X,S)— (Y,R) consists of

> aset ¥ of strategies

» a play function P: L x X = Y

» a coutility function C: I x X x R— S

» an equilibrium function E : X x (Y — R) —» £(2%)
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Parallel composition

Play, coplay same as in pure case.

For games G : (X,S) — (Y,R) and H: (X', S") = (Y’,R") we need to
define the equilibrium

Eon: X x X' x(YXxY - RxR)— 2(2(X x¥))
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Parallel composition

Play, coplay same as in pure case.

For games G : (X,S) — (Y,R) and H: (X', S") = (Y’,R") we need to
define the equilibrium

Eon: X x X' x(YXxY - RxR)— 2(2(X x¥))

$ EEG®H (X1,X2) k iff o= f(gf)l,gf)g) and
o1 €Eg x1 E[P(mp) 0 (k) o b(n_, Z(Pu(_,x2))¢2)] and
¢2 €Enx2 E[Z(m1) 0 D(k) o (D (Pc(_,x1))d1,m_)]
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Independent strategies

» & is an independent joint distribution ® = ¢(¢1, ¢2):

®(0,0") = p1(0)p2(0’)
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Independent strategies

» & is an independent joint distribution ® = ¢(¢1, ¢2):

®(0,0") = ¢1(0)p2(0”)

» No collusion between players.

» Mathematically: needed for associativity of composition.
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Sequential composition
Play, coplay same as in pure case.

For games G : (X,S) — (Y,R) and H: (Y,R) — (Z, T) we need to
define the equilibrium Eyog : X X (Z = T) — P(X6 X )
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Sequential composition

Play, coplay same as in pure case.
For games G : (X,S) — (Y,R) and H: (Y,R) — (Z, T) we need to
define the equilibrium Eyog : X X (Z = T) — P(X6 X )

) EEHOGX k iff d = €(¢1,¢2) and

¢1 €Ec x B[Z(Ch)l(d2, U(n_, Z(k)(PH o (d2,n_))))]) and
¢ €EEn 7 k

how do we produce a state for the second game?

18/25



Condition for second game

Ey:Yx(Z—=T)—= 2(2%y)
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Condition for second game

En( . K): Y = P(TEy)
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Condition for second game

En(_ k): Y = P(T%y)
@(Pl(_,x))qsl . @Y
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Condition for second game

En(_.K): Y = P(P%y)
@(Pl(_,x) gZ51 . @Y

Want to “lift" Ey(_, k) from inputs in Y to inputs in Y.
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Kleisli relational lifting

R: X —= 2(2Y)

FRY: 9x = 2(2Y)

Compare:
Kleisli lifting Relational lifting
f-X=>9Y REQZ(XXY)
ff:9X - 9Y PD(R) € (22X x 2Y)

20 /25



Constructing j(R)

R: X — 2(2Y)

FRY: 9X = 2(2Y)

7X 929Y 2 292y 7 p(9Y)
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Constructing j(R)

R: X — 2(2Y)

FRY: 9X = 2(2Y)

X

DPYPY A PP2Y —> P(DY)
Here

N DY - PD

distributive law of functors (not of monads! [Zwart and Marsden 2018]).
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Sequential composition, take 2

S cEpoex k iff & = £(¢1,¢2) and
¢1 €Eg x E[Z(Cr)l(¢2, U(n_, Z(k)(PH o (d2,1_))))]) and
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Sequential composition, take 2

() EEHOGX k iff d = £(¢1,¢2) and
61 €Ec x E[D(Cu)l(a, L(n_, D(K)(Pr o {(¢2,n_))))]) and
62 €Z(EX) (2(PL(_,x))én)
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Compositional game theory with mixed strategies

Theorem
Probabilistic open games are the morphisms of a monoidal category, with ®
and o given by parallel and sequential composition.*

* Some details still to be checked.
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Matching pennies compositionally

Two (identical) component games Py, Py : (1,R) — ({H, T}, R) with

> Strategies X = {H, T}
» play and coutility functions trivial
» equilibrium maximising expected utility
¢ € E(u) iff ¢ € argmax{E[Z(u)¢']}
P eDY

Theorem

MP =P, ® P,
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Conclusions

» Open games with mixed strategies.

» Parallel and sequential composition.

In the future:
» Infinite games
» Universal properties and adjunctions via 2-cells
» Other commutative monads (quitting games)

» Monad transformers and other solution concepts
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Conclusions

» Open games with mixed strategies.

» Parallel and sequential composition.

In the future:
» Infinite games
» Universal properties and adjunctions via 2-cells
» Other commutative monads (quitting games)

» Monad transformers and other solution concepts
Thank youl
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