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GOAL

PROVIDE A CATEGORICAL FRAMEWORK

FOR DEEP LEARNING




















































































SUPERVISED LEARNING WITH NEURAL NETWORKS
IN ONE SLIDE

TASK FIND A FUNCTION X Y THATBEST FITS

A DATASET List XxY
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WEALREADY HAVE A FRAMEWORK




















































































PARA CONSTRUCTION
NEURAL NETWORK
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INPUTS GUTPUTS




















































































BASIC NN LAYER

i k

AK R I B
34 WAIX ON

K NUMBEROF INCOMING FEATURES

k NUMBEROF OUTGOING FEATURES

EACHLAYERHASITSOWNWEIGHTMATRI




















































































FIX A MONOIDAL CATEGORY E a I

Parole IS A BICATEGORY WHERE

Para e A B Eee Pott B
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INPUTS PUTPUTS




















































































COMPOSITION TENSORS THE PARAMETERS




















































































GRAPHICAL LANGUAGE
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FRAMEWORK OF PARAMETRIC LENSES IS

INCREDIBLY FLEXIBLE

P P P

X Y Z W

IT DOESN'TMAKE ANY ASSUMPTIONS ABOUT THE

ARCHITECTURE THUS MODELLING




















































































RECURRENT NEURAL NETWORKS
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AUTOREGRESSIVE NEURAL NETWORKS
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CONVOLUTIONAL NEURAL NETWORKS

RECURSIVE NEURAL NETWORKS

GRAPH NEURAL NETWORKS

ALL OF THESE ARE JUST PARAMETRIC LENSES



HOW CAN WE MAKE THIS STRUCTURE

VISIBLE IN CATEGORY THEORY



CONVOLUTIONAL NEURAL NETWORKS

COMMONLY APPLIED TO PROCESSING IMAGE DATA





GRAPH CONVOLUTIONAL NEURAL NETWORKS
IN ONE SLIDE

THEY GENERAL ISE CONVOLUTIONAL NN's

TO WORK FOR AN ARBITRARY GRAPH



IDEA THINK ABOUTEACH NODEAS RECEIVING
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PROCESS MANY KINDS OF DATAPOINTS ATONCE



BASIC GCNN LAYER

n k k

f p'S R YA JI X J4 WAIX o AXN

m NUMBER OF NODES IN A GRAPH
K NUMBEROF INCOMING FEATURES

k NUMBEROF OUTGOING FEATURES

EACHLAYERHASITSOWNWEIGHTMATRI

EACHLAYERSHARESTHEADIACENCYMATRI



WE NEED SOMETHING LIKE Para



THE COREADER COMONAD
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Coke Ax

CATEGORY WITH THE SAME OBJECTS AS e

Coke Ax X Y ECAxxY
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Coke Ax Parole
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Para IS THE LOCAL VERSION OF Cokef x



CAN WE USE Coke Ax AS THE

BASE CATEGORY FOR LEARNING
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FUTURE WORK

GENERAL THEORY OF ARCHITECTURES

USE KOALGEBRASTO DESCRIBETHEIR OFTEN

STRUCTURALLY RECURSIVE NATURE


