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Parallel Parking: Deterministic Algorithm 

 

while (x > x0)  go back;
while (θ > θ0)  turn;
...

 θ0

 x0

Not smart/robust 
•  Optimization tough 
•  Sliding problem 
 

Optimization goal: Learn x0, θ0, … 
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Parallel Parking: Deterministic Algorithm 

 

while (x > x0)  go back;
while (θ > θ0)  turn;
...

Optimization goal: Learn x0, θ0, … 

Not smart/robust 
•  Too restrictive 
•  Many correct solutions 
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Parking: where our journey starts 

Raspberry	PI	with	
accelerometer	and	gyroscope		

Sonars	
Carma	Board	running	
Ubuntu	&	ROS	

Bumbers	

When we park: 
•  do it differently 
•  adapt to environment 

 
(http://www.bbc.com/news/magazine-22350646) 

What can we learn from 
biological systems to do 
better engineering? 
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Capturing freedom: Neural Network 

 θ0
 N(θ0,σ2)

 O :
 N(x0,σ1)

 x0

 θ0

 x0
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Neural-Program Controller 

 

nwhile (x > x0,σ1)  go back;
nwhile (θ > Oθ(x),Oσ(x))  turn;
...

 O(x),σ2

 x0,σ1

Ontology O: NN of guard dependencies 
•  nwhile:	Between	neural-switch	decisions	

Gaussian-Bayesian Network to learn the parameters 
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Parallel Parking: Neural Program Sketch 
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Neural-Program: Learning 
Gaussian-Bayesian Network (GBN): 

Learn parameters of GBN from 
good traces: 

1.  Convert the GBN to a MGD (multivariate Gaussian distr.) 
2.  Update the covariance matrix ∑-1 of the MGD 
3.  Extract sigmas and bijs from precision matrix T=∑-1 
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Neural-Program: Learning 

Iterative learning procedure: 
Incrementally update mean and covariance matrix of the prior 

Mean update: 

Covariance update: 
	  

x =
x(h)

h=1

m∑
m

xm+1 =
x(m+1) +mxm

m+1
= xm + 1

m+1
(x(m+1) −xm)

	  

s = (x(h) −x)(x(h) −x)T
h=1

m∑
sm+1 = sm + (x(m+1) −xm)(x(m+1) −xm+1)

T

T−1 = s
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Pioneer Rovers: Normal2, Water, Paper 
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Emergent Behavior in Cardiac Cells 

Arrhythmia afflicts more than 3 million Americans alone 

EKG 

Surface 

Simulation 

Ventricular 
 Tachycardia 

Normal Heart Rhythm Ventricular 
 Fibrillation 

Optical 
Mapping 
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Excitable Cells 

Generate action potentials (elec. pulses) in 
response to electrical stimulation 
•  Examples: neurons, cardiac cells, etc. 

Local regeneration allows electric signal 
propagation without damping  

Building block for electrical signaling in 
brain, heart, and muscles 

Neurons of a  squirrel 
University College London 

Artificial cardiac tissue 
University of Washington 
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Single Cell Reaction: Action Potential 

Membrane’s AP depends on:  
Stimulus (voltage or current): 

•  External / Neighboring cells  

Cell itself (excitable or not): 
•  State / Parameters value  

time 

vo
lta

ge
 

St
im

ul
us

 

failed initiation 

Threshold 

Resting potential 

Schematic Action Potential 

Tissue: Reaction / diffusion  
 ∂u

∂t
= R(u)+∇(D∇u)

Behavior 
In time 

Reaction Diffusion 

nonlinear 
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Good Old Artificial Neural Networks (2nd generation) 

Combinational Circuit 

σ µΦ , nonlinear	acAvaAon	funcAon		

MNIST	dataset	

arAficial	neuron	

 V1

 Vn

 !
 
Φσ, µ( wkVk )

k=1

n∑ w1

 wn

arAficial	neural	networks	

Memoryless Circuit 

 V1

 Vn

 !
 wn

p(“0”)	
 w1

p(“9”)	
… 
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C.Elegans as a Model Organism 

Human Brain  
•  86 billion neurons 
•  10 trillion synapses 
•  25000 genes  

 
 
 

C Elegans Nervous System 
•  302 Neurons 
•  ~7000 synapses 
•  20000 genes 
•  Known connectivity 

Striking Similarity  
-  Neuro-transmitter  
-  Ionic Channels  
-  Developmental genes 

2mm 
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C.Elegans: Tap Withdrawal Response 

Wicks et al., 1996 
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C.Elegans: Neuronal Dynamics 

Neuron i 

Neuron j 

Stimulus  

Leakage  

Gap-Junction  

Chemical  
Synapse  

Dynamics of ith neuron’s membrane potential   
=  

leakage current + gap-junction current 
+ synaptic current + stimulus current 
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Modeling Neuron 

•  Leakage current  
Current flowing out of  neuron i given by: 

  
 

  

Ileaki
= gl (Vleaki

−Vi )

gl :  leakage conductance of neuron i
Vleaki

:  leakage voltage of neuron i  
i 

 
Ileaki

  

Îij = ω̂ ij ĝ(Vj −Vi )

ĝ :  maximum gap junction conductance
ω̂ ij :  number of gap-junction connections

j i   
Îij

  
ω̂ ij

•  Gap-Junction 
current flowing from neuron j to neuron i is given by: 
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Modeling Neuron 
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•  Chemical Synapse 
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Model for TW Circuit 

The dynamic of i-th neuron of TW circuit: 

  
Cmi

dVi

dt
= Ileaki

+
j=1

N

∑Îij +
j=1

N

∑Iij + Istim

  

Ileaki
= gl (Vleaki

−Vi ) (Leakage Current)

Îij = ω̂ ij ĝ(Vj −Vi )  (Gap-junction current)

 Iij =ω ijgij (Vj )(Ej −Vi )  (Synaptic current)

gij (Vj ) =
g

1+ exp(−4.39(
Vj −VEQj

VRANGE

))

  

Cmi
:  Capacitance of neuron i

Istim :  Stimulus current applied only to 

        sensory neurons

Circuit Output 

  

Y = (VAVBTi

Tf∫ −VAVA)dt

Ti :  start time of stimulation   

Tf : end time of stimulation

  

Y >> 0 :   Reversal
Y<< 0:  Acceleration
Y ~ 0: No Response
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Model Checking for C.Elegans 

   M(x,p)! φ

Given 
•  M(x,p) – mathematical model of TW circuit 
•  x – state vector 
•  p – parameter vector 

Find 
•  range of p s.t. 

Behaviors in Temporal Logic 
•  Reversal: 

 

•  Acceleration: 

 

•  No Response: 

  φ ::∀t ∈[Ti ,Tf ],VAVB(t) >VAVA(t)

  φ ::∀t ∈[Ti ,Tf ],VAVB(t) <VAVA(t)

   φ ::∀t ∈[Ti ,Tf ],!VAVB(t)−VAVB(0) !< δ ∧ ! (VAVA(t)−VAVA(0) !< δ
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Reach Tube Computation 

Finite covers of initial set 

Simulate from the center of each cover 

Union of all such tubes gives an over-approximation 
of the reach set 
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Tap Withdrawal: ODE Simulations 

Is nature like this? 
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Tap Withdrawal: Simulations with nwhile 

Is nature like this? 

How to account 
parameter variance  
in simulation? 
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Tap Withdrawal: Simulations with nwhile 

Neural Program: Biological model: 

We explicitly allow controllable variance in the program 
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Tap Withdrawal: Simulations with nwhile 
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Artificial versus Real Neurons 

  
!Vi = Φσk , µk

(Vk )
k=1, k≠i

n∑  wk(Eik − Vi)

arAficial	neuron	

 V1

 Vn

 !
 
Φσ, µ( wkVk )

k=1

n∑ w1

 wn

Combinational Circuit 

Sequential Circuit 

 V1

 !
 w1

 wn

−

 Vi

 Vn

 !

 
Φσ1, µ1

(V1)

 
Φσn, µn

(Vn) ∫

+

−+

  
!Vi

real	neuron	

 Ei1

 Ein
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 Neural-Circuit Controller 

 

while (true)  {
  x1 = x1 + wx1

(x0 − x1) dt

  θ1 = θ1 +Φσ, x0
(x1) wθ1

(θ0 − θ1) dt

  ... }
  

 θ0

 x0

 
nx1 

nθ1 
nx3

 ...

 

for  (i = 1:wθ1
)  {

  s = (x0 > x1, σ)?0: 1
  Φ + =  s
}
  

Proportional Ctrl 

Flow Ctrl 
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Pioneer Rover with Neural Circuit Control 
Automatic Parking inspired by part of the mechanosensory neural circuit 
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Pioneer Rover with Neural Circuit Control 
Automatic Parking inspired by part of the mechanosensory neural circuit 
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Why is the entire circuit so complicated? 

56 
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10 28 
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AVB	
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PLM 
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Why nature does not make it simple? 

70 

REV	

FWD 

1 

PVC	

AVD	

AVM	

PLM 

12 
AVB	

AVA	

Resting: -28mV 
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Why nature does not make it simple? 
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Cycles in Neural Circuit 

70	
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FWD	

1	
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Why is the entire circuit so complicated? 
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C.elegans Nervous System Modeling 

Why is the nervous system of the nematode designed by nature the way it is?  

White, John G., et al. (1986) 
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The	Model
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Ca23

4+ Channel
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56576
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Chemical	Synapse

Presynaptic	
Neuron

Postsynaptic	Neuron

GH

GI

Calcium	Buffering

Painting by: Payam Moharreri 

C.elegans Nervous System Modeling 

Model of a Neuron 

𝐶↓𝑚 𝑑𝑉/𝑑𝑡 =−(𝐼↓𝐶𝑎 + 𝐼↓𝐾 + 𝐼↓𝑆𝐾 + 𝐼↓𝐿𝑒𝑎𝑘 )+ ∑↑▒𝐼↓𝑆𝑦𝑛 + 𝐼↓𝑔𝑎𝑝 + 𝐼↓𝑆𝑡𝑖𝑚𝑢𝑙𝑖   

  A. L. Hodgkin, et all. (1952), M. B. Goodman, et al. (1998), M. Kuramochi, et al. (2010) 
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C.elegans Nervous System Modeling 
Model of  Synapses 

Chemical Synapse Gap Junction 

𝐼↓𝑠𝑦𝑛 = 𝑛↑𝑖𝑗 𝐺↓𝑠𝑦𝑛 /1+ 𝑒↑− ( 𝑉↓𝑃𝑟𝑒  − 𝑉↓𝑠ℎ𝑖𝑓𝑡 )/𝑉↓𝑟𝑎𝑛𝑔𝑒     ( 𝐸↓𝑠𝑦𝑛  − 𝑉↓𝑝𝑜𝑠𝑡 ) 
𝐼↓𝑔𝑎𝑝 = 𝑛↓𝑔𝑎𝑝  𝐺↓𝑔𝑎𝑝  ( 𝑉↓𝑝𝑟𝑒  − 𝑉↓𝑝𝑜𝑠𝑡 ) 
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C.elegans Nervous System Modeling 
Model Implementation 
The neuron 

𝐶↓𝑚 𝑑𝑉/𝑑𝑡 =−(𝐼↓𝐶𝑎 + 𝐼↓𝐾 + 𝐼↓𝑆𝐾 + 𝐼↓𝐿𝑒𝑎𝑘 )+ ∑↑▒𝐼↓𝑆𝑦𝑛 + 
𝐼↓𝑔𝑎𝑝 + 𝐼↓𝑆𝑡𝑖𝑚𝑢𝑙𝑖   


𝐼
↓
𝐾
  

𝐼↓𝑆𝐾  

𝐼↓𝐶𝑎  

𝐼↓𝐿𝑒𝑎𝑘  

𝑉↓𝑚  𝐶↓𝑚  
[𝐶
𝑎↑

2+
 ]↓
𝑖𝑛
  

Unpublished	
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C.elegans Nervous System Modeling 

ü  Monitoring the dynamics of every single ion 
channel current together with its parameters and 
specially observing dynamics of intracellular 
calcium concentration of a neuron. 

 
ü  Easy access to the channel parameters such as 

Ionic conductance, equilibrium potential of 
channels, gate rate functions, time constant of the 
activation and inactivation of a gate.  

ü  Easy access to the membrane capacitance and 
resting potential of the neuron. 

 
ü  capable of adding stochasticity to the system. 
 

Features: 

Model Implementation 
The neuron 

Unpublished	
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C.elegans Nervous System Modeling 

𝑉↓𝑚  

[𝐶𝑎↑2+ ]↓𝑖𝑛  

𝐼↓𝑖𝑛  
Applying current stimuli to a single neuron 
and observing its membrane potential and 
its intracellular Calcium concentration   

Model Implementation 
The neuron – Response of a Single Neuron 

Unpublished	
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Gap Junction 

By Changing 𝐸↓𝑐ℎ𝑒𝑚  we can set excitatory and inhibitory synapses 

Inhibitory Synapse 

Excitatory Synapse 

Model Implementation 
Synapses 

Unpublished	

C.elegans Nervous System Modeling 
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Model Implementation 
Synapses 

Unpublished	

C.elegans Nervous System Modeling 

ü  Monitoring input voltage and output current of a synapse 

ü  Easy access to the parameters of synapses such as: Number 
of synaptic connections between two neurons, Synaptic weight, 
Shift and range voltages of the synapse. 

ü  Set the level of excitation and inhibition of a chemical synapse 
by varying 𝐸↓𝑐ℎ𝑒𝑚 . 

Features: 
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Unpublished	

C.elegans Nervous System Modeling 

www.wormweb.org 

Neural Circuit Implementation 
Tap-Withdrawal Circuit 

A Simulink tool for 
implementing neural 
circuits has been 
developed.  
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Unpublished	

C.elegans Nervous System Modeling 
Neural Circuit Implementation 
Tap-Withdrawal Circuit 

AV
A	

AV
B	AVM	

𝑉↓𝑚  

[𝐶
𝑎↑

2+
 ]↓
𝑖𝑛
  

Y 

𝐼↓𝑖𝑛  

 fluorescence intensity 
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Spiking Neurons in Hardware (TrueNorth) 

TrueNorth Neural Model from IBM: 
•  developed specifically for hardware implementation 
•  does not use floating point computations 
•  extends the LIF model 

How to capture leaky-integrate-and-fire (LIF) behavior 
in hardware? 

(Cassidy et. al. 2013) 

only synaptic  
connections 

neurons either spike or not 
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TrueNorth: Extension of LIF Model 

Synaptic Integration: 
•  Take into account outputs of other neurons 

Threshold, Fire, Reset: 
•  Fire a spike if membrane potential  
    exceeds threshold 

Leak Integration 
•  Model energy loss over time (absence of input) 
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TrueNorth: Extension of the LIF Model 

Synaptic Integration: 
•  Weighted sum of inputs / probabilistic sum 
•  Integer weights 

( )( ) ( 1) (1 ) ( , ) sgnj j j j j j j j
j

V t V t in b w b F w wρ⎡ ⎤← − + − + ⋅ ⋅⎣ ⎦∑

Membrane Potential  
(integer) 

weights 

random sample probabilistic flag 

1st step of Neuron Computation 
(Cassidy et. al. 2013) 
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Leak Integration: 
•  Standard / leak reversal mode 
•  Energy loss captured by leak weight 

( )
( )

(1 ) sgn ( )

( ) ( ) (1 ) ( , ) sgn

j j j

j j j j j j j

V t

V t V t c c F

ε ε

λ λ ρ λ

Ω← − + ⋅

⎡ ⎤← +Ω − ⋅ + ⋅ ⋅⎣ ⎦

TrueNorth: Extension of the LIF Model 

probabilistic 
mode flag 

random sample 

leak direction 

2nd step of Neuron Computation 

leak reversal flag 
leak weight 

(Cassidy et. al. 2013) 
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Threshold, Fire, Reset: 
•  Positive / negative thresholds  
•  Reset modes: 

•  Normal  
•  Linear 
•  Non-reset 

•  Reset / saturate behavior 

( )

( )

( )

&

( )

( ) ( ) ( )

( 1) ( ) ( )

( 2) ( )

( ) (1 )

( ) [ ( ) ( )

( 1) ( ) ( )

( 2) ( )](1 )

j

j j j

j j j

j j j j

j j

j j j j j j

j j j j j

j j j j

j j j

M
if V t

SPIKE
V t R t

V t

V t

elseif V t

V t R t

V t

V t

η ρ
α η

δ γ

δ γ α η

δ γ

β κ β η κ

β κ δ γ

δ γ β η

δ γ κ

←

≥ +

← +

− ⋅ − + +

− ⋅

⎡ ⎤< − + + −⎣ ⎦
← − + − +

− ⋅ − + +

− ⋅ −

TrueNorth: Extension of the LIF Model 
mask (if 0 computation is 

deterministic) 

positive threshold 

3rd step of Neuron Computation 

rest value 

Stochastic 
component 

0γ =
1γ =
2γ =

negative threshold 

(Cassidy et. al. 2013) 



Cyber-Physical-Systems Group 

TrueNorth: Extension of LIF Model 
Given 

•  TrueNorth Neuron Model 
•  MTL specification  
•  A run of a system 

ϕ

Runtime monitor that checks     using the TrueNorth model 
Build 

ϕ
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Building Hardware Monitors with Neurons 
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Logical Operations with TrueNorth 

Combinatorial behavior with TrueNorth Model: 
•  Impose memoryless behavior 
•  Find parameter values of neurons 
•  AND, OR, NOT, NAND, NOR require one neuron 
•  Example: find parameters for 3-AND 

•  n3 must fire only when n0, n1, and n2 fire 
•  Always reset n3 after computation 

(memoryless) 
•  Finding parameters can be stated as ILP 
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Logical Operations with TrueNorth 

min 0 (i.e. find feasible solution) 
s.t. 

min Cx 
s.t. 

Ax<= B 

ILP: x - integers 
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Temporal Operations with TrueNorth 

Past STL with TrueNorth Model: 
•  Constraints analogous to previous (details in the paper) 
•  Composition of combinational & temporal operators 
•  Example: “n1 since n0” circuit with TrueNorth 

“Monitoring of MTL Specifications with IBM’s Spiking Neural Model”, DATE 2016 
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MTL Monitoring with TrueNorth in Action 

Simulation 

Hardware 

Violation  
detection 
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Deep Learning Solutions for Integrated Circuits 

Efficient Modeling of a CMOS Band-Gap Reference Circuit Using Neural Networks 

Power 
up

Load 
Jump

Line 
JumpTrimming

Trimming Inputs

Power 
supply

Output

Band-Gap: 
-  Provides a constant 1V at 

its output  

Trimming: 
-  3 digital inputs, 8 possible 

output values ranging from 
0.8-1.2 

Load Jump: 
-  variation of output in case 

of load 

Line Jump: 
-  change of the output as a 

result of variations on the 
power supply 
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Deep Learning Solutions for Integrated Circuits 

Neural	
Network	

𝑥
(
𝑡
)

D	 D	D	

D	 D	D	

𝑦
(
𝑡
)

𝑥(𝑡−𝑛) 

𝑥(𝑡−2) 𝑥(𝑡−1) 

𝑦(𝑡−1) 

𝑦(𝑡−2) 

𝑦(𝑡−𝑛) 

Non-Linear Auto-Regressive Neural Network with exogenous Input (NARX)  
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Deep Learning Solutions for Integrated Circuits 
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Deep Learning Solutions for Integrated Circuits 

2-Layer Stack Neural Network 
Combining the developed behavioral models 
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Network Architecture 

Training dataset response 

Test dataset response 

Unpublished	
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Deep Learning Solutions for Integrated Circuits 

Deep Structure: 
6-Layer Time-Delayed Neural Network with 3 delay components 

•  3- input delay components 
•  layer 1: 50 neurons 
•  Layer 2-6: 10 neurons each 

Training dataset response 

Test dataset response  
Unpublished	


