A scalable emulation framework for
Software Defined Networks in Data Centres

4P CAMBRIDGE

{ Dimosthenis. Pediaditakis, Andrew.Moore, Jon.Crowcroft}@cl.cam.ac.uk

UNIVERSITY OF Dimosthenis Pediaditakis, Andrew W. MOOre, Jon Crowcroft Systems Research Group

NetOS

Abstract

We present the design of an emulation
framework aiming to facilitate the early-
stage evaluation of large-scale SDN de-
ployments in virtualised data centre en-
vironments. Our approach builds on top
of two of the most popular virtualisation
tools, Xen Server and OpenVSwitch. The
user describes a network topology via
a custom language which provides basic
components like switches, hosts, virtu-
alised guests and OpenFlow controllers.
Given an emulation scenario that specifies
workloads and virtual machine migra-
tions, the emulator automatically builds,
runs and assesses SDN’s performance.
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An example SDN emulation
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Figure 1: A data centre SDN example
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Figure 2: Equivalent emulated SDN
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