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Abstract. Feedback and state are closely interrelated concepts. Categories

with feedback, originally proposed by Katis, Sabadini and Walters, are a weak-

ening of the notion of traced monoidal categories, with several pertinent ap-
plications in computer science. The construction of the free such categories

has appeared in several different contexts, and can be considered as state boot-

strapping. We show that a categorical algebra for open transition systems,
Span(Graph)∗, also due to Katis, Sabadini and Walters, is the free cate-

gory with feedback over Span(Set). Intuitively, this algebra of transition

systems is obtained by adding state to an algebra of predicates, and therefore
Span(Graph)∗ is, in this sense, the canonical such algebra.

1. Introduction
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A

Figure 1. NOR latch.

1.1. State from feedback. A remarkable fact
from electronic circuit design is how data-storing
components can be built out of a combination
of stateless components and feedback. A famous
example is the (set-reset) “NOR latch”: a circuit
with two stable configurations that stores one
bit of information.

The NOR latch is controlled by two inputs,
Set and Reset. Activating the first sets the out-
put value to A = 1; activating the second makes the output value return to A = 0.
This change is permanent: even when both Set and Reset are deactivated, the feed-
back loop maintains the last value the circuit was set to1—to wit, a bit of data has
been conjured out of thin air. In this paper we show that this can be seen as an
instance of a more abstract phenomenon: the universal way of adding feedback to
a theory of processes consists of endowing each process with a state space.

Indeed, there is a natural weakening of the notion of traced monoidal categories
called categories with feedback [30]. The construction of the free category with
feedback coincides with a “state-bootstrapping” construction, St(•), that appears in
several different contexts in the literature [7, 23, 26]. We recall this construction and
its mathematical status (Theorem 2.5), which can be summed up by the following
intuition:

Theory of Processes + Feedback = Theory of Stateful Processes.

1.2. The algebra of transition systems. Our primary focus is the Span(Graph)
model of concurrency, introduced in [27] as a categorical algebra of communicating

1In its original description: “the relay is designed to produce a large and permanent change
in the current flowing in an electrical circuit by means of a small electrical stimulus received from
the outside” ([12], emphasis added).
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state machines, or — equivalently — open transition systems. Open transition sys-
tems do not interact by input-output message passing, but by synchronization, pro-
ducing a simultaneous change of state. This corresponds to a composition of spans,
realized by taking a pullback in Graph. The dual algebra of Cospan(Graph)
was introduced in [29]. It complements Span(Graph) by adding the operation of
communicating-sequential composition [17].

Informally, a component of Span(Graph) is a state machine with states and
transitions, i.e. a finite graph given by the ‘head’ of the span. The transition system
is equipped with interfaces or communication ports, and every transition is labeled
by the effect it produces in all its interfaces. We give examples below.

1.3. Stateful and stateless components. In Figure 2, we depict two open tran-
sition systems as arrows of Span(Graph). The first represents a NOR gate
B × B → B. The diagram below left (Figure 2) is a graphical rendering of the
corresponding span B × B ← N → B, where B is considered as a single-vertex
graph with two edges, corresponding to the signals { 0, 1 }, the unlabeled graph
depicted within the bubble is N , and the labels witness the action of two homo-
morphisms, respectively N → B × B and N → B. Here each transition represents
one of the valid input/output configurations of the gate. NOR gates are stateless
components, since their transition graph N has a single vertex.

The second component is a span L = {Set,Reset, Idle} → {A,A} = R that models
a set-reset latch. The diagram below right (Figure 2), again, is a convenient way
of denoting the relevant span L ← D → R. Latches store one bit of information,
they are stateful components; consequently, their transition graph has two states.
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Figure 2. A NOR gate and set-reset latch, in Span(Graph).

In both cases, the boundaries on Span/Cospan(Graph) are stateless: in-
deed, they are determined by a mere set – the self-loops of a single-vertex graph.
This is a restriction that occurs rather frequently: the important subcategory of
Span(Graph), the one that we can clearly conceptually explain as transition sys-
tems with interfaces, is the full subcategory of Span(Graph) restricted to objects
that are single-vertex graphs, which we denote by Span(Graph)∗. Analogously,
the relevant subcategory of Cospan(Graph) is Cospan(Graph)∗, the full sub-
category on sets, or graphs with an empty set of edges.

Definition. Span(Graph)∗ is the full subcategory of Span(Graph) with objects
the single-vertex graphs.

The problem with Span(Graph)∗ is that it is somewhat mysterious from the
categorical point of view; the morphisms are graphs, but the boundaries are given
by sets. Decorated and structured spans and cospans [14, 3] were introduced as
theoretical frameworks to capture such phenomena, which occur frequently when
composing network structures. Nevertheless, they do not quite answer the question
of why such examples do arise naturally.

1.4. Canonicity and our original contribution. Universal constructions, such
as “state-bootstrapping” St(•), characterize the object of interest up to equivalence,
making it the canonical object satisfying some properties. This is the key to avoiding
the problem outlined by Abramsky [1]: because of the lack of consensus about the
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intrinsic primitives of concurrency, we risk making our results too dependent on a
specific syntax. It is thus important to characterize existing modeling formalisms
for concurrent systems in terms of universal properties.

The main contribution of this paper is the characterization of Span(Graph)∗
in terms of a universal property: it is equivalent to the free category with feedback
over the category of spans of functions. We now state this more formally:

Theorem. The free category with feedback over Span(Set) is isomorphic to the
category Span(Graph)∗, the full subcategory of Span(Graph) given by single-
vertex graphs. That is, there is an isomorphism of categories St(Span(Set)) ∼=
Span(Graph)∗.

Given that Span(Set), the category of spans of functions, can be considered
an algebra of predicates [4, 10], the high level intuition that summarizes our main
contribution (Theorem 3.8) can be stated as:

Algebra of Predicates + Feedback = Algebra of Transition Systems.

We similarly prove (Section 3.4) that the free category with feedback over the
category of cospans of functions, Cospan(Set), is equivalent to Cospan(Graph)∗,
the full subcategory on discrete graphs of Cospan(Graph).

1.5. Related Work. Span/Cospan(Graph) has been extensively used for the
modeling of concurrent systems [27, 29, 40, 41, 9, 37, 17, 15, 16]. Similar approaches
to compositional modeling of networks have used decorated and structured cospans
[14, 3]. Despite this, Span(Graph)∗ has not previously been characterized in terms
of a universal property.

In [30], the St(•) construction (under a different name) is exhibited as the
free category with feedback. Categories with feedback have been arguably under-
appreciated but, at the same time, the St(•) construction has made multiple ap-
pearances as a “state bootstrapping” technique across the literature. The St(•)
construction is used to describe a string diagrammatic syntax for concurrency the-
ory in [7]; a variant of it had been previously applied in the setting of cartesian
bicategories in [26]; and it was again rediscovered to describe a memoryful geometry
of interaction in [23]. However, a coherent account of both categories with feedback
and their relation with these stateful extensions has not previously appeared. This
motivates our extensive preliminaries in Sections 2.1 and 2.2.

1.6. Synopsis. Section 2 contains preliminary discussions on traced monoidal cat-
egories and categories with feedback; it explicitly describes St(•), the free category
with feedback. It collects mainly expository material. Section 3 exhibits a univer-
sal property for the Span(Graph)∗ and Cospan(Graph)∗ models of concurrency
and Section 3.5 discusses a specific application.

1.7. Conventions. We write composition of morphisms in diagrammatic order,
(f ; g). When describing morphisms in a symmetric monoidal category whose input
and output are known, we omit the associators and unitors, implicitly using the
coherence theorem for monoidal categories.
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2. Preliminaries: categories with feedback

Categories with feedback were introduced in [30], and motivated by examples
such as Elgot automata [13], iteration theories [6] and continuous dynamical systems
[28]. We recall the details below, contrast them with the stronger notion of traced
monoidal categories in Section 2.2, discuss the relationship between feedback and
delay in Section 2.3, recall the construction of a free category with feedback in
Section 2.4, and give examples in Section 2.5.

2.1. Categories with feedback. A feedback operator , fbk(•), takes a morphism
S⊗A→ S⊗B and “feeds back” one of its outputs to one of its inputs of the same
type, yielding a morphism A → B (Figure 3, left). When using string diagrams,
we depict the action of the feedback operator as a loop with a double arrowtip
(Figure 3, right).

f : S ⊗A→ S ⊗B
fbkS(f) : A→ B f

A B

S

Figure 3. Type and graphical notation for the operator fbkS(•).

Capturing a reasonable notion of feedback requires the operator to interact nicely
with the flow imposed by the structure of a symmetric monoidal category. This
interaction is expressed by a few straightforward axioms.

Definition 2.1. A category with feedback [30] is a symmetric monoidal category C
endowed with an operator fbkS : C(S ⊗ A,S ⊗ B) → C(A,B), which satisfies the
following axioms (A1-A5, see also Figure 4).

(A1). Tightening , u; fbkS(f); v = fbkS((id⊗ u); f ; (id⊗ v)).
(A2). Vanishing , fbkI(f) = f .
(A3). Joining , fbkT (fbkS(f)) = fbkS⊗T (f).
(A4). Strength, fbkS(f)⊗ g = fbkS(f ⊗ g).
(A5). Sliding , fbkT (f ; (h⊗ id)) = fbkS((h⊗ id); f), for h : S → T any isomor-

phism.
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(h isomorphism)

Figure 4. Diagrammatic depiction of the axioms of feedback.
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The natural notion of homomorphism between categories with feedback is that
of a symmetric monoidal functor that moreover preserves the feedback structure.
These are called feedback functors.

Definition 2.2. A feedback functor F : C→ D between two categories with feed-
back (C, fbkC) and (D, fbkD) is a strong symmetric monoidal functor such that

F (fbkCS (f)) = fbkDF (S)(µ;Ff ;µ−1),

where µA,B : F (A) ⊗ F (B) → F (A ⊗ B) is the structure morphism of the strong
monoidal functor F . We denote by Feedback the category of (small) categories
with feedback and feedback functors between them. There exists a forgetful functor
U : Feedback→ SymMon.

2.2. Traced monoidal categories. Categories with feedback are a weakening of
the well known traced monoidal categories. Between them, there is an interme-
diate notion called right traced category [38] that strengthens the sliding axiom
from isomorphisms to arbitrary morphisms. This first extension would be already
too strong for our purposes later in Section 2.4: we would be unable to define a
state space up to isomorphism. However, the more conceptual difference of traced
monoidal categories is the “yanking axiom” (in Figure 5). Indeed, strengthening
the sliding axiom and adding the yanking axiom yields the definition of traced
monoidal category.

Traced monoidal categories are widely used in theoretical computer science.
Since their conception [24] as an abstraction of the trace of a matrix in linear
algebra, they have been used in linear logic and geometry of interaction [1, 18, 19],
programming language semantics [21], semantics of recursion [2] and fixed point
operators [22, 5].

=

Figure 5. The yanking axiom.

Traces are thus undeniably important, but it
is questionable whether we really want to always
impose all of their axioms. Specifically, we will
be concerned with the yanking axiom that states
that tr(σ) = id. The yanking axiom is incon-
testably elegant from the geometrical point of
view: strings are “pulled”, and feedback (de-
picted as a loop with an arrowtip) disappears (Figure 5). However, if feedback
can disappear without leaving any imprint, that must mean that it is instanta-
neous: its output necessarily mirrors its input.2 Importantly for our purposes, this
seems to imply that a feedback satisfying the yanking equation is “memoryless”, or
“stateless”.

Figure 6. Diagram for the
NOR latch, modeled with a trace
in Span(Graph).

Consider again the NOR latch from Figure 1.
We have seen how to model NOR gates in
Span(Graph) in Figure 2, and the algebra of
Span(Graph) does include a trace (see Fig-
ure 6, later detailed in Section 3.2). However,
imitating the real-world behavior of the NOR
latch with just a trace is unsatisfactory: the
trace of Span(Graph) is built out of stateless
components, and tracing stateless components
yields again a stateless component.

In engineering and computer science, instantaneous feedback is actually a rare
concept; a more common notion is that of guarded feedback. Consider signal flow

2In other words, traces are used to talk about processes in equilibrium, processes that have
reached a fixed point. A theorem by Hasegawa [22] and Hyland [5] corroborates this interpretation:

a trace in a cartesian category corresponds to a fixpoint operator.
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graphs [39, 33]: their categorical interpretation in [8] models feedback not by the
usual trace, but by a trace “guarded by a register”, that delays the signal and
violates the yanking axiom (see Remark 7.8 in op.cit.).

The component that trace misses in such examples is a delay.

= ∂

Figure 7. Definition of delay.

2.3. Delay and feedback. The main differ-
ence between categories with feedback and
traced monoidal categories is the failure of the
yanking axiom. Consider the process that only
“feeds back” the input to itself and then uses
that “fed back” input to produce the output.
This process, ∂A := fbkA(σA,A), is called delay
endomorphism. The yanking axiom of traced monoidal categories states that the
delay is equal to the identity, trA(σA,A) = id, which is not necessarily true for cate-
gories with feedback. In that sense, a non-trivial delay is what sets apart categories
with feedback from traced monoidal categories.

This interpretation of feedback as the combination of trace and delay can be
made into a theorem when the category has enough structure. Compact closed
categories are traced monoidal categories where every object A has a dual A? and
the trace is constructed from two pieces ε : A⊗A? → I and η : I → A?⊗A. Even if
not every traced monoidal category is compact closed, it is true that every traced
monoidal category embeds fully faithfully into a compact closed category.3 In a
compact closed category, a feedback operator is necessarily a trace “guarded” by a
delay.

Proposition 2.3 (Feedback from delay [7]). Let C be a compact closed category

with fbkC a feedback operator that takes a morphism S⊗A→ S⊗B to a morphism
A→ B, satisfying the axioms of feedback (in Figure 4) but possibly failing to satisfy
the yanking axiom (Figure 5) of traced monoidal categories. Then the feedback
operator is necessarily of the form

fbkCS (f) := (ε⊗ id); (id⊗ f); (id⊗ ∂S ⊗ id); (η ⊗ id)

where ∂A : A→ A is a family of endomorphisms satisfying

• ∂A ⊗ ∂B = ∂A⊗B and ∂I = id, and
• ∂A;h = h; ∂B for each isomorphism h : A ∼= B.

In fact, any family of morphisms ∂A satisfying these properties determines uniquely
a feedback operator that has ∂A as its delay endomorphisms.

∂

∂

Figure 8. NOR latch with feed-
back.

Consider one more time the NOR latch from
Figure 1. The algebra of Span(Graph) does
also include a feedback operator that is not
a trace. This feedback operator is indeed
canonical, in that it is the one that makes
Span(Graph) the canonical category with feed-
back containing spans of functions. Imitating
the real-world behavior of the NOR latch is
finally possible: one of the components that
builds up this feedback (and in fact, the only difference with the previous trace) is
a stateful delay component. The emergence of state from feedback is witnessed by
the St(•) construction, which we recall below.

3This is the Int construction from [24].
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f
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A
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h−1 h

Figure 9. We depict stateful
processes by marking the space
state.

2.4. St(•), the free category with feedback.
In this section, we identify the construction that
yields the free category with feedback over a
symmetric monoidal category. The St(•) con-
struction is a general way of endowing a system
with state. It appears multiple times in the lit-
erature in slightly different forms: it constructs
a stateful resource calculus in [7]; a variant is
used for geometry of interaction in [23]; it coincides with the free category with
feedback presented in [30]; and yet another, slightly different formulation was given
in [26].

Definition 2.4 (Category of stateful processes, [30]). Let (C,⊗, I) be a symmetric
monoidal category. We write St(C) for the category having the same objects as C
but where morphisms A → B are pairs (S | f), consisting of a state space S ∈ C
and a morphism f : S ⊗ A → S ⊗ B. We consider morphisms up to isomorphism
classes of their state space, and thus

(S | f) = (T | (h−1 ⊗ id); f ; (h⊗ id)), for any isomorphism h : S ∼= T.

When depicting a stateful process (Figure 9), we explicitly mark the strings form-
ing the state space. That is, an equivalence class will be depicted as any of its
representatives plus some strings marked.

We define the identity stateful process on A ∈ C as (I | idI⊗A). Sequential
composition of the two stateful processes (S | f) : A → B and (T | g) : B → C is
defined by (S | f); (T | g) = (S ⊗ T | (σ ⊗ id); (id⊗ f); (σ ⊗ id); (id⊗ g)). Parallel
composition of the two stateful processes (S | f) : A→ B and (S′ | f ′) : A′ → B′ is
defined by (S | f)⊗ (S′ | f ′) = (S ⊗ S′ | (id⊗ σ ⊗ id); (f ⊗ f ′); (id⊗ σ ⊗ id)).

f
A B

g

C

T

S f

A

S

Bf ′

A′ B′

S′

Figure 10. Sequential and parallel composition of stateful processes.

storeT

 f

A

S

B

T

 = f

A

S

B

T

Figure 11. The store(•) operation, in
diagrammatic terms.

This defines a symmetric monoidal cat-
egory. Moreover, it is a category with
feedback with the operator storeT (S |
f) := (S ⊗ T | f).

Theorem 2.5. [30] The category St(C),
endowed with the store(•)) operator, is the
free category with feedback over a sym-
metric monoidal category C.

2.5. Examples. Our first source of examples is traced monoidal categories. The
axioms of feedback are a strict weakening of the axioms of trace, and every traced
category is automatically a category with feedback. A more interesting source of
examples is the St(•) construction we just defined.

Example 2.6. A Mealy (or deterministic) transition system with boundaries A and
B, and state space S was defined [34, §2.1] to be just a function f : S×A→ S×B.
Consider St(Set), the free category with feedback over the monoidal structure of
sets with the cartesian product
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fbk


0, 1/1 1, 0/0

1, 1/1

0, 0/0

 =

 0/ 0/ 1/

1/


Figure 12. Feedback of a Mealy transition system.
Every transition has a label i/o indicating inputs (i)
and outputs (o).

We take Mealy transition
systems to be morphisms of
St(Set), which are functions
of that signature up to iso-
morphism of the state space.
Mealy transitions compose
sequentially and in parallel
following Definition 2.4, and
they form a category with
feedback Mealy := St(Set).

The feedback operator of Mealy transitions transforms input/output pairs into
states. Figure 12 is an example of what this means: an automaton with a single state
becomes an automaton with two states and each transition (si, i/so) becomes a tran-
sition (i/) from si to so. The characterization Span(Graph)∗ ∼= St(Span(Set))
that we prove in Section 3 lifts the inclusion Set→ Span(Set) to a feedback pre-
serving functor Mealy → Span(Graph)∗. This inclusion embeds a deterministic
transition system into the graph that determines it. Indeed, it is traditional to
depict automata as state/transition graphs.

Similarly, when we consider Set to be the monoidal structure of sets with the
disjoint union, the notion we recover is that of an Elgot automaton [13], given by a
transition function S+A→ S+B. These categories of transition systems motivate
the work in [26, 30].

Example 2.7. A linear dynamical system with inputs in Rn, outputs in Rm and
state space in Rk is given by a matrix (A B

C D ) ∈ MatR(k + m, k + n) [25]. Two

linear dynamical systems (A B
C D ) and

(
A′ B′

C′ D

)
are considered equal whenever there

is an invertible matrix H ∈ MatR(k, k) such that A′ = H−1AH, B′ = BH, and
C ′ = H−1C.

Linear dynamical systems are morphisms of a category with feedback which
coincides with St(Vect⊕R ). The feedback operator is defined by

fbkl(k,

(
A1 A2 B1

A3 A4 B2

C1 C2 D

)
) = (k + l,

(
A1 A2 B1

A3 A4 B2

C1 C2 D

)
),

where

(
A1 A2 B1

A3 A4 B2

C1 C2 D

)
∈MatR(k + l +m, k + l + n).

3. Span(Graph): an algebra of transition systems

Span(Graph) [27] is an algebra of “open transition systems”. It has appli-
cations in concurrency theory and verification [26, 27, 29, 31, 17], and has been
recently applied to biological systems [15, 16]. Just as ordinary Petri nets have an
underlying (firing) semantics in terms of transition systems, Span(Graph) is used
as a semantic universe for a variant of open Petri nets, see [41, 9].

An open transition system is a morphism of Span(Graph): it consists of a graph
endowed with two boundaries or communication ports; each transition of the graph
has an effect on each boundary, and this data is used to synchronize a network of
multiple transition systems. This conceptual picture actually describes a subcat-
egory, Span(Graph)∗, where boundaries are described by mere sets, accounting
for the alphabets of signals that open transition systems synchronize on. In this
section we recall the details of Span(Graph)∗ and show that it is universal in the
following sense:

Span(Graph)∗ is the free category with feedback over Span(Set).
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3.1. The algebra of Span(Graph).

Definition 3.1. A span [4, 10] from A to B, both objects of a category C, is a pair
of morphisms with a common domain, A ← E → B. The object E is the “head”
of the span, and the morphisms are the left and right “legs”, respectively.

When the category C has pullbacks, we can sequentially compose two spans
A ← E → B and B ← F → C into a span A ← E ×B F → C. Here, E ×B F
is the pullback of E and F along B: for instance, in the category Set of sets and
functions, E ×B F is the subset of E × F given by pairs whose two components
have the same image on B.

Definition 3.2. Let C be a category with pullbacks. Span(C) is the category
that has the same objects as C and isomorphism classes of spans between them
as morphisms. That is, two spans are considered equal if there is an isomorphism
between their heads that commutes with both legs. Dually, let C be a category
with pushouts. Cospan(C) is the category Span(Cop).

Span(C) is a symmetric monoidal category when C has products. The parallel
composition of A ← E → B and A′ ← E′ → B′ is given by the componentwise
product A×A′ ← E × E′ → B ×B′. An example is again Span(Set).

Definition 3.3. The category Graph has graphs G = (s, t : E ⇒ V ) as objects.
A morphism G → G′ in this category is given by two functions e : E → E′ and
v : V → V ′ such that e; s′ = s; v and e; t′ = t; v. In other words, it is the presheaf
category on the diagram (•⇒ •).

Recall, however, that we are not interested in the whole Span(Graph) but only
in Span(Graph)∗, the spans of graphs that have a graph (A ⇒ 1) with a single
node on the boundaries.

Definition 3.4. An open transition system, a morphism of Span(Graph)∗, is a
span of sets A← E → B where the head is the set of transitions of a graph E ⇒ V
(see Figure 13). Two open transition systems are considered equal if there is an
isomorphism between their graphs that commutes with the legs of the span.

Open transition systems whose graph E ⇒ V has a single vertex, V = 1, are
called “stateless”.

A E B

1 V 1

ts

a b

Figure 13. A morphism of
Span(Graph)∗.

Sequential composition (the communicating-
parallel operation of [27]) of two open transition
systems with spans A← E → B and B ← F →
C and graphs E ⇒ S and F ⇒ T yields the open
transition system with span A ← E ×B F →
C and graph E ×B F ⇒ S × T . This means
that the only allowed transitions are those that
synchronize E and F on the common boundary
B.

Parallel composition (the non communicating-parallel operation of [27]) of two
open transition systems with spans A ← E → B and A′ ← E′ → B′ and graphs
E ⇒ V and E′ ⇒ V ′ yields the open transition system with span A × A′ ←
E × E′ → B ×B′ and graph E × E′ ⇒ V × V ′.

3.2. The components of Span(Graph). Let us now detail some useful constants
of the algebra of Span(Graph). We will illustrate how to use the algebra with an
example in which we construct the NOR latch circuit from Figure 8.

Example 3.5. In this example, we model the circuit in Figure 8 in Span(Graph)∗.
The connectivity of the circuit is modeled with a Frobenius algebra [10] ( , ,
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, ). The corresponding spans are constructed out of diagonals A→ A×A and
units A→ 1.

( )A = {A← A→ A×A} ( )A = {A← A→ 1}
( )A = {A×A← A→ A} ( )A = {1← A→ A}

These already induce a compact closed structure (and, therefore, a trace), given by
the following spans.

( )A = {1← A→ A×A} ( )A = {A×A← A→ 1}

1,0

0,1

0,0

1,1

B B

Figure 14. Delay morphism
over the set B := {0, 1}.

In general, any function f : A → B can be
lifted covariantly to a span A ← A → B
and contravariantly to a span A ← B → B.
Any span A ← E → B can be lifted to
Span(Graph)∗ by making the head represent
the graph E ⇒ 1. We use this fact to obtain a
NOR gate from the function NOR : B × B → B
(Figure 2). However, components created like
this have a single-vertex: they are stateless.

We will need a single stateful component to model our circuit, the delay

( ∂ )A =


A×A

A A A

π2 π1π2π1

 .

This is not an arbitrary choice. This is the canonical delay obtained from the
feedback structure4 in Span(Graph)∗ that gives its universal property.

The NOR latch circuit of Figure 8 is the composition of two NOR gates where the
outputs of each gate have been copied and fed back as input to the other gate. The
algebraic expression, in Span(Graph)∗, of this circuit is obtained by decomposing
it into its components, as in Figure 15.

(id⊗ ⊗ ⊗ id); (NOR⊗ σ ⊗ NOR); ( ⊗ id⊗ )

; (id⊗ ∂ ⊗ id⊗ ∂ ⊗ id); (id⊗ ⊗ ⊗ id)

∂

∂

Figure 15. Decomposing the circuit.

The graph obtained by the computation of this expression, together with its
transitions, is shown in Figure 16. This time, our model is indeed stateful. It
has four states: two states representing a correctly stored signal, A = (1, 0) and
A = (0, 1); and two states representing transitory configurations T1 = (0, 0) and
T2 = (1, 1).

4As in Proposition 2.3.



A CANONICAL ALGEBRA OF OPEN TRANSITION SYSTEMS (EXTENDED ABSTRACT)11

•

•A

•A

• T2
T1

Idle

Set

Reset

Set

Unspec

Reset

Unspec

Idle

Set

Unspec

Reset

Unspec

Idle

Reset

Idle

Set

Figure 16. Span of graphs representing the NOR latch

We will be controlling the left boundary : it can receive a set signal, Set =
(

1
0

)
; a

reset signal, Reset =
(

0
1

)
; none of the two, Idle =

(
0
0

)
; or both of them at the same

time, Unspec =
(

1
1

)
, which is known to cause unspecified behavior in a NOR latch.

The signal on the right boundary, on the other hand, is always equal to the state
the transition goes to and does not provide any additional information. Knowing
this, we omit it from the drawing in Figure 16.

In normal functioning, activating the signal Set makes the latch transition to the
state A in two transition steps. Analogously, activating Reset makes the latch tran-
sition to A again in two transition steps. After any of these two cases, deactivating
all signals, Idle, keeps the last state.

Moreover, the (real-world) NOR latch has some unspecified behavior that gets
also reflected in the graph: activating both Set and Reset at the same time, what we
call Unspec, causes the circuit to enter an unstable state where it bounces between
the states T1 and T2. Our modeling has reflected this “unspecified behavior” as
expected.

fbkB×B




Figure 17. Applying fbk(•)
over the circuit gives the NOR
latch.

3.2.1. Feedback and trace. In terms of feedback,
the circuit of Figure 16 is equivalently obtained
as the result of taking feedback over the follow-
ing stateless morphism in Figure 17. We know
that it is stateless because it is the composition
of stateless morphisms.

But Span(Graph)∗ is also canonically
traced: it is actually compact closed. What
changes in the modeling if, over the same mor-
phism, we would have used trace instead? As we argued back for Figure 6, we
obtain a stateless transition system: it is given by a graph with a single vertex.
The valid transitions can be now computed explicitly to be

{(Unspec,T1), (Idle,A), (Idle,A), (Set,A), (Reset,A).}

These encode important information: they are the equilibrium states of the circuit.
However, unlike the previous graph, this one would not get us the correct allowed
transitions: under this modeling, our circuit could freely bounce between (Idle,A)
and (Idle,A), which is not the expected behavior of a NOR latch.

The fundamental piece making our modeling succeed the previous time was
feedback derived from the stateful delay. The next section explains in which sense
that feedback is canonical.
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3.3. Span(Graph) as a category with feedback. This section presents our
main theorem. We start by introducing the mapping that associates to each stateful
span of sets the corresponding span of graphs. This mapping is well-defined and
lifts to a functor St(Span(Set))→ Span(Graph). Finally, we prove that it gives
an isomorphism St(Span(Set)) ∼= Span(Graph)∗.

Proposition 3.6. The composition of two stateful spans in the category St(Span(Set)),

S ×A σ,f←− X σ′,g−→ S ×B, T ×B τ,h←− Y τ ′,h−→ T × C

is given by the span T × S × A τ,σ,f←− X ×B Y
τ ′,σ′,k−→ T × S × C, where X ×B Y is

the pullback along g and h.

Lemma 3.7. The following assignment of stateful processes over Span(Set) to
morphisms of Span(Graph) is well defined.

K

S
∣∣∣∣∣∣∣∣

E

S ×A S ×B

(s,a) (t,b)

 :=

 A E B

1 S 1

ts

a b


Theorem 3.8. There exists an isomorphism of categories

St(Span(Set)) ∼= Span(Graph)∗.

That is, the free category with feedback over Span(Set) is isomorphic to the full
subcategory of Span(Graph) given by single-vertex graphs.

3.4. Cospan(Graph) as a category with feedback. The previous results can
be generalized to any category C with all finite limits. By taking Graph(C) to be
the presheaf category of the diagram (•⇒ •) in C and Span(Graph(C))∗ the full
subcategory on objects of the form A⇒ 1, we can prove the following result.

Theorem 3.9. There exists an isomorphism of categories

St(Span(C)) ∼= Span(Graph)∗.

That is, the free category with feedback over Span(C) is equivalent to the full sub-
category on Span(Graph(C)) given by single-vertex graphs.

Cospan(Graph)∗ can be also characterized as a free category with feedback. We
know that Cospan(Set) ∼= Span(Setop), we note that Graph(Setop) ∼= Graph
(which has the effect of flipping edges and vertices), and we can use Theorem 3.9
because Set has all finite colimits.

Corollary 3.10. There exists an isomorphism of categories St(Cospan(Set)) ∼=
Cospan(Graph)∗.

Cospan(Graph) is also compact closed and, in particular, traced. As in the
case of Span(Graph), the feedback structure given by the universal property is
different from the trace. In the case of Cospan(Graph), tracing has the effect
of identifying the output and input vertices of the graph; while feedback adds an
additional edge from the output to the input vertices.

3.5. Syntactical presentation of Cospan(FinGraph). The observation in Propo-
sition 2.3 has an important consequence in the case of finite sets. We write
FinGraph for Graph(FinSet). Cospan(FinSet) is the generic special com-
mutative Frobenius algebra [32], meaning that any morphism written out of the
operations of a special commutative Frobenius algebra and the structure of a sym-
metric monoidal category is precisely a cospan of finite sets (or, in other words,
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symmetric monoidal functors out of Cospan(FinSet) correspond to special com-
mutative Frobenius algebras). But we also know that Cospan(FinSet), with an
added generator to its PROP structure [7] (the delay, with the conditions given in
Proposition 2.3), is St(Cospan(FinSet)), or, equivalently, Cospan(FinGraph).
This means that any morphism written out of the operations of a special commu-
tative Frobenius algebra plus a freely added generator of type ( ∂ ) : 1 → 1 is a
morphism in Cospan(FinGraph)∗. This way, we recover one of the main results
of [36] as a direct corollary of our characterization.

Proposition 3.11 (Proposition 3.2 of [36]). The category Cospan(FinGraph)∗
is the generic special commutative Frobenius monoid with an added generator.

Proof. It is known that the category Cospan(FinSet) is the generic special com-
mutative Frobenius algebra [32]. Adding a free generator ( ∂ ) : 1 → 1 to its
PROP structure corresponds to adding a family ( ∂ )n : n→ n with the conditions
on Proposition 2.3. Now, Proposition 2.3 implies that adding such a generator
to Cospan(FinSet) results in St(Cospan(FinSet)). Finally, we can use again
Theorem 3.8 to conclude that St(Cospan(FinSet)) ∼= Cospan(FinGraph)∗. �

4. Conclusions and further work

We have characterized Span(Graph)∗, an algebra of open transition systems, as
equivalent to the free category with feedback over the category of spans of functions.
The St(•) constuction is well-known as a technique of adding state to processes. In
[30], it had been characterized as the free category with feedback under a different
name. What was missing was a coherent and explicit connection between the two.

We have seen how the St(•) construction creates categories of transition systems
out of symmetric monoidal categories. We could also consider a generalization of
this construction where, instead of quotienting by isomorphisms, we can quotient
by arbitrary classes of morphisms selected by some strong monoidal functor. Our
observation is that this generalized state construction can be rewritten compactly
as a particular kind of colimit called a coend. In fact, let F : D → C be a strong
monoidal functor, we can express the set of stateful morphisms quotiented by sliding
in D as

StD(C) :=

∫ D∈D
hom(FD ⊗X,FD ⊗ Y ).

For instance, the original St(•) construction is recovered from the inclusion functor
of the subgroupoid of isomorphisms. The identity functor can be used to quo-
tient processes by dinaturality. The forgetful PointedSet → Set can be used to
construct automata with initial states.

All these possibilities deserve special attention, together with their potential
applications, both to transition systems and stateful automata. For instance, ob-
taining stream transducers, Stream(A) → Stream(B), from transition systems,
S × A → S × B, is only possible with an initial state s0 ∈ S. It would then be
important to compare the approach of generalized categories with feedback to the
more standard approaches based on guarded recursion [20] and coalgebras [11, 35].
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