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Abstract

In real-timeinteractive I nternet multimediaconferencing, audio quality can beimpaired
by packet loss resulting from network congestion, lack of real-time process support in
end-host operating systems, and acoustic problems. Furthermore, when audio is com-
bined with other media, such as video, the lack of coordination in the presentation be-
tween the individual media streamsis problematic.

The thesis is that the quality of Internet multicast audio conferencing can be im-
proved by arange of application techniques that focus on a combination of the system,
the network and the user.

A new architecturefor amulticast conferencing audio-tool is presented and imple-
mented in the Robust-Audio Tool (RAT). This software is used as a platform for most
of theresearch in thisthesis.

Within RAT, a novel forward error correction technique is devel oped which suc-
cessfully addresses the network packet loss problem with minimal network load and
delay overheads.

To address the operating system scheduling problems, anew adaptive scheme that
analyses the real-time performance of the workstation and works around anomaliesis
devel oped and evaluated.

The feasibility of synchronised presentation of audio and video in a multimedia
conference to solve the lip-synchronisation problem is investigated. To this end, the
Mbone video conferencing program vicismodified to work together with RAT instream
presentation. The success of the approach isshown through a series of human subjective
perception experiments.

Finally, the problem of audio delivery to participants of multicast conferenceswith
heterogeneous network connectivity isaddressed. The proposed protocol isrun between

the audio applications in end hosts that cooperate to work around congested network
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links and requires no modification to the network infrastructure. The effectiveness of

the approach is shown through simulation.
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Chapter 1

| ntroduction

In the recent past, the Internet used to be perceived as a computer network used by re-
searchers to transfer files and send text messages. It was believed that the best effort
service model and lack of state in network nodes were unable to meet the real-time de-
livery constraints of multimedia conferencing traffic.

The origins of speech transmission over long-haul packet networks stem from the
ARPANET and SATNET experiments, which took place in the mid 70s and spawned
packet-based audio conferencing research on both sides of the Atlantic. In the last few
years, there has been newfound interest in Internet based conferencing. Applications
like Internet telephony have seen increasing popularity and now form a significant por-
tion of Internet backbone traffic. This has mainly been the result of the following de-

velopments:

¢ There has been a significant increase in available bandwidth over Internet back-

bone links which can now support high volume multimediatraffic.

e The provision of multimedia peripherals as standard on commonly used net-
worked workstations and PCs allows alow-cost approach to desk-top multimedia

conferencing and has enabled a critical mass of users to be established quickly.

¢ The deployment of Internet Protocol (IP) multicast on the Internet over the Inter-
net Multicast Backbone (Mbone) has provided an efficient multi-way communi-

cation platform for conferencing applications.

The Mbone is an overlay network over some high-bandwidth areas of the Internet

which supports the delivery of IP multicast traffic. |P multicast offers optimal band-
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width utilisation in multi-way data distribution by forcing the network to do data repli-
cation only when necessary. This makes dissemination of high-bandwidth continuous
mediato alarge number of recipientsfeasible thus enabling multi-way multimediacon-
ferencing applications. In countrieslikethe US and the UK, the Mbone has moved from
pilot to service, and isused by anumber of research and teaching collaborations.

In contrast with early packet audio work in the 70s, which focused on the provision
of two-way communication, | P multicast over the Mbone has enabled new formsof In-
ternet group communication. These range from lectures, where a multimedia presenta-
tion originating at asingle siteisdisseminated to an audience of morethan onereceivers,
to multi-way conferencing, where each participant in the session acts as a source and
sink of information. Research at LBL, Xerox PARC, MIT, I1SI and UCL in multi-way
multimedia conferencing over the Mbone, has produced the lightweight session model
[Jacobson, 1994; Handley, 1997c]. This model does not suffer from the scaing, reli-
ability and complex session set-up and maintenance problems of connection-oriented
conferencing approaches. It uses the network for multicast data distribution, accepting
the best-effort delivery model, and relies on adaptive receiving applications to recover
from adverse network effects. No explicit conference control is provided, and instead
periodic session messages are used to report on membership and other session parame-
ters. Additional mechanisms are thus required to support tightly controlled conferenc-
ing for small groups!. The lightweight nature of the model enables it to scale to very
large sessions, where exact knowledge of session membership is not important.

Communication of individual media, such asaudio and video, is provided by sepa-
rate media specific applicationsrun at each participating end-host. The dedicated media
tools areimplemented with the principles of application level framing (ALF) [Clark and
Tennenhouse, 1990], thus providing efficient processing of the high-bandwidth multi-
mediadata. Co-ordination between the different toolsin each end-host takes place over
alocal conference bus. Conference policy isenforced by acontrolling application that
communicates commands to each media tool over the local bus. Different conferenc-
ing scenarios, from small tightly controlled conferencesto large scale lectures, can thus
be implemented by replacing the co-ordinating application while using the same spe-
cialised mediatools.

1By tightly controlled we mean provision of membership control and floor control mechanisms.
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Today, more users are becoming aware of the potential of the Internet as a gen-
eral communication network. Its ability to support multimedia conferencing is being
continuously demonstrated by a series of multicast events. One of thefirst such events
was the Internet Engineering Task Force meeting on March 1992 [Casner and Deering,
1992]. Of the media used in multimedia conferences, audio is the most important, as
speech isthe natural mechanism of human communication, supplemented by video and
shared workspace. Evidence from formal experiments, aswell as observations of many
sessions under real conditions, suggest that audio of sufficient quality is essential for
successful multimedia conferencing. Multicast conferencing over the Mbone has the
potential to offer low-cost real-time multimediasol utionsto awide range of user groups,

provided that good audio quality can be sustained.

1.1 Contributionsand Overview of this Dissertation

The use of early Internet audio tools in piloting activitiesat UCL, helped to identify a
number of key problems which affect the perception of Mbone audio. The manifesta-

tions of problemsto users can be categorised as follows:

Shared network effects. The Internet’s service model offers best-effort transmission,
and is unable to provide the quality of service (QoS) guarantees needed for real-
time traffic. Increased queueing delay at network routers and packet loss occur
when network links are in a congested state?. These produce speech clipping ef-
fects (gapsin audio) which result in serious quality degradation.

Poor end-system support. The lack of support for real-time multimedia applications
in genera purposeworkstation operating systems, resultsin variabledelaysin au-
dio presentation and losses of speech segments which are comparable to the ef-

fects of network congestion.

Acoustic problems. Audio transmitted over the Mbone uses one channel at toll quality
to limit the bandwidth requirements on the network. This restricts the intelligi-
bility of speech and makes speaker identification more difficult. In addition, poor

2The network and end-host environment shortcomingsand their effects on packet audio conferencing

are discussed in more detail in Chapter 2.
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silence suppression, echoes and no distance cues, resulting from inadequate pro-
cessing of the audio signal from the audio application and presentation hardware,

contribute to making audio quality less natural.

Although the acoustic problemslisted above are significant, the effects of clipping
and variable round-trip delays on audio, due to the lack of support from the network and
end-system environments, are perceptually the most important problems [Watson and
Sasse, 1996]. Another significant shortcoming, whichisalso theresult of network delay
and host operating system deficiencies, isthe lack of synchronisationinthe presentation
of different media.

The thesis is that the quality of Internet multicast audio conferencing can be im-
proved by arange of application techniques that focus on a combination of the system,
the network and the user. The real-time media applications, running in the end-hosts,
can be designed to adapt around environment problems and smooth out adverse effects.
Studying network characteristics, exploiting knowledge about human perception, and
applying computational techniques to media tool design, can lead to considerable im-
provement to the perceived quality of Mbone audio.

An alternative solution to these problemsisto modify the network and end-host ar-
chitecturesto providetherequired quality of service. However, such an approach would
sacrifice the flexibility of the current infrastructure that is critical to its scalability and
robustness.

This dissertation provides several origina contributions to Internet multimedia
conferencing that address the challenges presented from the general purpose communi-
cation and end-host environment. The proposed techniques, which are introduced be-
low, can beimplemented at the application level. The solutions maximise the user per-
ceived quality of the presented multimedia streams, for a given network and end-host

performance, and attempt to fairly share available resources.

Packet lossrobust audiotool. The effect of network packet loss on audio quality is
currently the biggest obstacle to the redlisation of the full potential of multime-
dia conferencing over the Mbone. In Chapter 3 we introduce a new robust-audio
tool (RAT), whichincorporates aredundancy mechanism to counteract the effects

of packet loss. An introduction to the structure of the audio tool and loss repair
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mechanisms is made and the novel redundancy mechanismis presented and eval-
uated. Results from human perception experiments and real network measure-
ments are used to show the potential and limitations of the audio transmission
quality improvements possible with RAT. Parts of these results have been pub-
lished in [Hardman et al., 1998; Kouvelas et al., 1997; Hardman et al., 1996].

Workstation scheduling adaptation. Audio quality is affected when the process-
ing capacity of atransmitting or receiving workstation is exceeded, resulting in
speech quality degradation similar to that caused by packet loss. Thisis caused
by the lack of support for real-time applicationsin today’s general purpose work-
station operating systems. In Chapter 4 we present an architecturefor areal-time
audio media agent, that copes with these effects at the application level. The
mechanism produces a continuous audio signal, despite the variable allocation
of processing time a real-time application is given, by trading off signal quality
for buffering delay in acontrolled fashion. The proposed solution, also described
in [Kouvelas and Hardman, 1997], has been implemented in RAT and evaluated

through simulation with success.

Lip synchronisation. Packet audio with silence suppression, variable bit-rate video
and the unpredictable Mbone traffic characteristics produce different end-to-end
delays in the transmission and presentation of different media streams. Asare-
sult, receivers often experience atimelag between hearing aremote user’ swords,
and seeing the associated lip movements. Although in low frame rate applica-
tions, where the video is used only for presence information, thisis not a prob-
lem, more demanding applications of multimedia conferencing, like language
teaching, are adversely affected. In Chapter 5 we present an analysis of the re-
guirementsand implementation of the first multicast inter-stream synchronisation
over the Mbone between RAT and the vic [McCanne and Jacobson, 1995] Mbone
video tool. Implementation efficiency considerations heavily influenced the de-
sign chosen, since the obvious method consumes far too much processing power
to make the system viable. Subjective performance results indicate that the effi-
cient implementation is good enough to provide lip synchronisation for demand-

ing multimedia conferencing applications. This work has also been published in
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[Kouvelas et al., 1996].

Scalable congestion control for multicast continuousmedia. The scale of theMbone
and heterogeneity in avail able bandwidth complicate the design of network adap-
tive multicast applications. The lack of transmission rate adaptation in such ap-
plications drives traditional TCP based traffic off the network and can result in
network collapse due to congestion. In Chapter 6 we present a new scalable
architecture for congestion controlled multicast real-time communication. The
proposed scheme uses sel f-organi sation to form groupsout of co-located receivers
with bad reception, and provideslocal repair through the use of transcoders. The
receiver driven nature of the protocol ensures high scalability and applicability
to large Mbone sessions. The viability of the proposed protocol is demonstrated
through simulation. Thiswork has also been publishedin [Kouvelaset al., 1998].

Part of the work in this thesis was motivated by the requirements of networked
multimediaresearch projectsthat were active at UCL during the period of study. In par-
ticular the MultimediaEuropean Research Conferencing Integration (MERCI), Remote
Language Teaching over SuperJANET (RelLaTe) and RAT projects provided significant
support and feedback in the development of the RAT audio tool and promoted its suc-
cess and widespread use in the Internet community. Other PhD work not presented in
this dissertation that was supported by the above projects includes the implementation
of the Conference Control Channel Protocol (CCCP) local conference-bus architecture
[Handley et al., 1995], the design and implementation of a unified language teaching
multimedia conferencing user interface used in Rel.aTe [Buckett et al., 1995] and the
porting of the vic video conferencing software [McCanne and Jacobson, 1995] under

Microsoft Windows operating systems.



Chapter 2

Background

This chapter introduces some aspects of Mbone multimedia conferencing that are of di-
rect relevance to thework presented in the following chapters. In particular the network

and end-host environment used for communication is discussed.

2.1 Network Environment

The Internet Protocol (1P) used on the Internet, provides a clear separation of function-
ality between end-nodes and network routers [Carpenter, 1996]. End-nodes are respon-
sible for managing end-to-end connections and controlling the amount of traffic they in-
ject into the network, without any knowledge of the network topology. Network routers
are responsi ble for managing the routing topol ogy and forwarding packets according to
the destination address, withlittle or no knowledge of end-to-end connections. Thissep-
aration providesrobustness and increases scal ability, since the network can dynamically
change the delivery path without the need of coordination between all affected nodes.

To optimise link utilisation, traffic from different sources is statistically multi-
plexed over shared network links. At network nodes buffering is used to accommodate
bursts of incoming packetsthat need to be forwarded down the samelink. The queueing
of packetsin network nodesintroduces avariable delay in their end-to-end trangit time.
Figure 2.1 shows how thisdistortsthe original timing relationship with which the pack-
etsweretransmitted. In addition to the delay jitter resulting from the variable queueing
time, when the buffer limitsof anode are exceeded, incoming packetsare dropped. This
is the primary cause of packet loss on the Internet as bit-error rates on links are in the
range of 10~1° to 1072,

Real-time multimedia conferencing communication has requirements for mini-
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Figure 2.1: Effect of traffic multiplexing on real-time media stream.

mum throughput and constant network delay. Media applications transmit the encoded
digitised audio or video signals in a series of packets across the network. In order to
reproduce the original signal at the receivers, al the packets need to be received, and
the timing relationship with which they were created needs to be maintained in presen-
tation. The best-effort servicethat is currently available on the Internet can satisfy these
requirements under unloaded network conditions, when the queueing of packets at net-
work nodes is minimal and the end-to-end transit time consists of the link propagation
delay. When the network isin aloaded state, no guarantees can be given for when or
if apacket will reach its destination. As aresult, media applications are designed to be

adaptive and attempt to smooth out the effects of the network.

Looking at the problem from the network point of view, the newly introduced real-
time multimedia flows do not obey the laws of existing traffic on the Internet. Tradi-
tional applications use the Transmission Control Protocol (TCP) for reliable delivery of
data, which uses congestion control algorithms, in order to fairly share link bandwidth
between multiple connections and to maintain the load on the network at useful levels
[Jacobson, 1988; Stevens, 1997]. Real-time application packet streams do not respond
to signals of congestion, as TCP does, and can |ead to network collapse. Proposalsexist
for protecting the best-effort service, by deploying mechanismsin network nodes, to re-
strict the bandwidth of flowsusing adisproportionate share of resources [Floyd and Fall,
1998]. It is hoped that such policing will act as an incentive for application designers,
to produce network-friendly applications that back-off in the face of congestion.

Thereisongoing work withinthe IETF, looking at alternative solutions, to provide
support for other service classes in an integrated services Internet. Specifications exist

for acontrolled-load service, which provides aquality of service closely approximating
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that of an unloaded network [Wroclawski, 1997], and aguaranteed delay and bandwidth
service [Shenker et al., 1997]. For applications to communicate to the network the re-
quired quality of service, the resource reservation protocol RSV P [Braden et al., 1997]
has been designed, and admission control policies are being considered. The mecha
nisms for implementing the new service classes are still under development. Although
these serviceswill eventually be available on the I nternet, because of the pricing models
that will apply it isexpected that the best-effort classwill still be used by awide variety

of applications including multimedia conferencing.

2.2 Internet Multicast

IP multicast provides scalable efficient multi-way data distribution over the Internet.
Deployment of multicast capabilities on the Internet started in 1991 over the DART-
net testbed network. This test network was extended to distribute audio of the pro-
ceedings of the March 1992 IETF meeting to 20 sites worldwide [Casner and Deer-
ing, 1992]. An overlay network, called the Mbone, was set up using multicast routing
daemons running in end-hosts. The daemons provided native multicast capabilitiesto
hosts connected through local shared links. Multicast communication to remote sites
was achieved through tunnels, using the Distance Vector Multicast Routing Protocol
(DVMRP) implemented by Steve Deering. The Mbone has since expanded, to reach
more than 4300 connected networks in July 1997, and is progressively becoming part
of the operational infrastructure of the Internet. Examplesinclude UKERNA, who has
offered Mbone connectivity as part of its operational servicesover the JANET UK aca
demic network since February 1996, and UUNET, one of the worlds largest Internet
service providerswho is currently providing the UUCast commercial multicast service.

A major factor in the success of the Mbone has been the simple service model of -

fered by 1P multicast to applications:
e Sendersjust send to the group using a multicast address.
¢ Recelversjoin the group by expressing an interest to the same multicast address.

e The network routers conspire to deliver the data to all interested receivers.

Thismodel hidesall the problemsof multicast communication from applications, which

use the abstraction of an IP class-D multicast address to identify the group. The group
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membership, distributiontopology and scaling issues areleft up to the network to tackle.
Aswith unicast communication, by hiding the network routing from end-systems, topol -
ogy changes affect only nodes local to a problem increasing scalability. Replication of
datatakesplaceinthe network, instead of end-systems, and bandwidth efficiency isthus
achieved by making data traverse each network link at most once.

The model is analogous to that of CB radio, where a sender transmits at a given
frequency without knowledge of the receiver group membership, and receiverstunein
to the same frequency to access the transmission. The difference with multicast is that
every member of the group can transmit data, which is demultiplexed at receiversusing
the IP address of the sender.

Scalable multicast routing is still an active research topic with several existing pro-
posals. These can beclassified intwo main categories: source-based treeand sharedtree

schemes.

Figure 2.2: Source routed multicast trees for different senders.

Source-based tree techniques use a separate multicast delivery tree rooted at each
sender of a multicast group (Figure 2.2). The tree for each sender is built using the
shortest paths to receivers thus optimising delivery efficiency. Good network utilisa-

tion is achieved, as packets from different sources may use different links. A drawback
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isthat every participating router must maintain informationfor each multicast group and
source pair, providing poor scalability. Further, in order to build a delivery tree, multi-
cast traffic is periodically flooded to the entire network. One such protocol is DVMRP
[Deering et al., 1988], based on the reverse path multicasting (RPM) algorithm, and is
the main protocol in use currently on the Mbone, mainly because of its implementa-
tion simplicity. Other candidates include dense-mode PIM and MOSFP [Moy, 1994].
Source-based tree protocolsare designed to work well in environmentswith high band-

width and densely distributed receivers.

Figure 2.3: Shared tree multicast routing for different senders.

Shared tree techniques use the same delivery tree for multicast traffic from all the
sources in a group (Figure 2.3). Thisresults in more efficient use on router resources,
since only routers involved in the distribution tree need to maintain group state infor-
mation, and specific source information is not required. The disadvantage is that the
trees built are sub-optimal, as they do not represent the shortest paths from the senders
to receivers. Further, as the traffic from all senders shares the same paths, traffic con-
gestion islikely to occur on bottlenecks near core routers. CBT [Ballardie, 1997] isthe
main example of a shared tree protocol. Sparse-mode PIM [Deering, 1997] isahybrid

scheme, that initially builds a shared tree, and if there is sufficient traffic from a sender,
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it switches to a shortest path source-based tree. Shared tree protocols are designed to
work well in wide-area environments with sparsely distributed receivers.

The Internet group management protocol (IGMP) [Deering, 1991; Deering, 1989]
is used to report end-host group membership to neighbouring multicast routers. A host
joins a group by periodically announcing membership over a LAN to the local router.
Leaving the group is achieved by the host not refreshing the membership and the router
timing out the state. Sinceitsfirstimplementation, IGMP has been revised to Version 2
in order to reduce the group leaving delay. Version 3 is currently under development,
which will allow hoststo express interest in specific senders for each multicast address
joined, provided the multicast routing protocol supportsit.

| P multicast provides aflexible platform on which multi-point communication ap-
plications can be built. The most common application on the Mbone currently isvideo-
conferencing, using audio, video and shared-workspace tools. The typical session sce-
narios are dissemination of lectures and small scale interactive conferencing. In alec-
ture setup there is asingle sender and multiple passive receivers and thus transmission
bandwidth islow and near constant. Inthis case, the use of a shared tree routing proto-
col with the tree routed near the sender can be advantageous. The inefficiency when a
listener needsto transmit to ask a question is acceptable asit will be arare event.

In interactive conferencing a large subset of participants need to transmit data to
participate. If all members were to continuously transmit audio and video, the total
amount of bandwidth required on core network links would be great. In practice, the
bandwidth used islimited by making surethat only active participantstransmit. Silence
suppression techniques are employed by the audio media applicationsto detect activity
and audio activated video switching to control video transmission. Thistypically limits
the sources to one or two at any time. In such a setup, a source routed protocol would
create a different shortest-path tree for each participant, providing the lowest possible
transmission delay and thus improving interactivity.

Clearly, the best-effort service model provided by the Internet, and as a result by
the Mbone, is not ideal for the transmission of real-time traffic, but the advantages of -
fered by the multicast communicationfacilitiesand link bandwidth sharing outweigh the
problems. The aternativeto using a packet switched network like the Mbone for group

communication, is the use of virtual circuits which provide guaranteed bandwidth and
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fixed end-to-end delay and thus, the real-time requirements of audio and video traffic
are satisfied. Virtua circuits have to be individually set-up, and in order for any mem-
ber in a multimedia conference to be able to contribute, a circuit has to exist between
every pair of participants. The management of the number of circuits needed to support
full connectivity between all conferees rapidly becomes an impossible task as the size
of the conference increases. Further, the system isinflexible, asif a new user wantsto
join a conference, complete knowledge of the conference membership isrequired, and
circuitsto all existing participants have to be established.

Despite the receiver join model of Internet multicast, membership control in
Mbone conferencing can be achieved by encrypting media packets using keys that are
distributed out-of-band to the intended participants. This way, although eavesdroppers
can receive the packet stream, they cannot use it. In addition to membership control,
authentication of contributionsto the conference can be performed by the use of asym-

metric public-key cryptography.

2.3 Real-TimeTransport Protocol

The real-time transport protocol (RTP) provides end-to-end delivery services for real-
time media streams in multi-participant multimedia conferences. RTP was designed
within the IETF to support the lightweight session conferencing model. Following
the principles of application level framing and integrated layer processing [Clark and
Tennenhouse, 1990], RTP is implemented as part of the media application and not as
a separate layer in the operating system. A full description of RTP can be found in
[Schulzrinne et al., 1996].

In multicast multimedia conferences, a separate RTP session is used for each of
the separate media streams like audio and video. The functionality of the protocol is
provided by a header that is introduced to media data packets. Header fieldsinclude a
session-wide unique sender identifier for de-multiplexing between multiple senders. A
payload identifier is used to describe the datain the body of the packet. Assigned val-
ues exist for specific audio and video payload types and are described in [Schulzrinne,
1996].

RTP does not provide any quality of service guarantees and relies on lower lay-
erstodo so. Itistypicaly used over the IP User Datagram Protocol (UDP). The UDP
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header provides a port identifier for demultiplexing multiple streams originating at the
same host. With the current Internet model, UDP over IP provides no mechanisms to
ensuretimely delivery of data. The task of reconstructing the timing relationship in the
transmitted mediastream isleft up to thereceivers. To assist intheintra-mediasynchro-
nisation, RTP provides sequence numbers and media specific timestamps as well as a
synchronisation marker.

RTP incorporates a smple control protocol (RTCP), which operates on the same
multicast address and next UDP port to RTP. RTCP control messages are sent period-
icaly by session members and provide participant identification and reception quality
information. In order for RTP to be able to scale to sessions with large number of par-
ticipants, the rate of transmission of RTCP messages is controlled, so that the total re-
porting bandwidth used by all receiversis maintained at a constant fraction of the data
bandwidth.

2.4 Multimedia Conferencing Support in End-Hosts

Modern workstations and PCs are equipped with audio recording and playback and
video capture devices.

A typical audio device provides microphoneand line-ininputsand output to ahead-
set, line-out or loudspeakers. During an audio conference it isimportant to prevent the
output audio of the remote participants from feeding back into the microphonethus cre-
ating an echo. The problem istrivially solved by the use of headphones. In case more
than one participants want to share aworkstation, audio has to be output through loud-
speakers and echo-cancelling hardware has to be employed. Analogue to digital con-
version of signals is performed on the input and the reverse process for output. The
digital formats offered by audio devices vary in the sampling rate of the signal, theres-
olution of the samplesand the number of channels(mono or stereo). A range of qualities
is offered, from 8 kHz single channel :-law sampling for conferencing applications, to
44.1 kHz stereo linear 16 sampling for CD quality music applications.

Workstation video capture devices convert the video signal from conventional
video cameras, to aseries of bitmaps corresponding to video frames. The European and
US PAL, SECAM and NTSC video formats are usually supported. The European for-

mats provide 25fps (frames per second) with aresolution of 768 by 576 pixels, whereas
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the NTSC format provides 30fps at a resolution of 640 by 480 pixels. The amount
of data produced by the fully sampled signal is significantly larger than that for audio.
Current videoconferencing applications use a subset of thisinformation due to network
bandwidth limitations and workstation processing power capabilities. Typically, aquar-
ter of the resolution of each frameisused, and not all frames are processed.

The application programming interface (API) to access multimediadevicesisoften
incapable of supporting conferencing. The most common reason for thisshortcomingis
that the API was designed to support a different class of applications. Prime examples
are the WAV audio and VIDCAP video capture APIs in Microsoft operating systems.
The available device driversfor these systems evolved out of capture applications that
recorded multimedia datato disk. Asaresult, it isamost impossible to capture video
data without storing it to disk, and the interactive recording and playback of audio re-
quires the complicated management of alarge number of buffers, as buffering capabili-
ties are not offered by the device'. Microsoft has responded to the demands of the new
real-time applications, and new audio and video capture interfaces are being designed
and made available. The available UNIX operating system variants offer significantly
moreflexibleprogramminginterfaceswith smilar characteristicsand can better support
conferencing applications. Extensions however are still required to accommodate some
of the real-time performance requirements, especialy those of audio [Rizzo, 1997].

The genera purpose multitasking operating systems found in most networked
workstations provide none or very little support for applications with real-time con-
straints. Available schedulers provide no quality of service (QoS) guarantees for the
CPU time and dispatch latency received by an application. Attemptsto modify popular
operating systemsto provide better service to applications requiring predictable perfor-
mance have been made with promising results [Hagsand and Sjodin, 1994; Khanna et
al., 1992; Mullender et al., 1994; Fisher, 1992]. These however till do not provide ab-
solute guarantees, and more importantly are slow in being deployed and consequently,
not currently available on the average workstation. The Pegasus project in their Neme-
sisoperating system [Ledlieet al., 1997] adopted adifferent approach, by accepting that

currently available systems were not designed with real-time applicationsin mind, and

1An analysis of genera shortcomings of the APIs in Microsoft operating systems can be found in
[Spinellis, 1998].
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started from scratch with anew system architecture. Nemesis providesfine-grained con-
trol to the application of all system resources, including the CPU. While absolute dead-
lines cannot be satisfied, alow bound on dispatch latency and a share of CPU time are
guaranteed.

Fortunately, the timing requirements of multimedia applications, although much
stricter than those of traditional applications, are ill quite soft. Although thereis a
deadline associated with events beyond which the quality of the presented media dete-
riorates, some room for inaccuracy exists, which isbelow the limits of human percep-
tion. The impact of the lack of real-time scheduling support on audio conferencing and

a proposed solution to remove the negative effectsis presented in Chapter 4.

2.5 Mbone Conferencing Tools

The composable toolkit model adopted by Mbone multimedia conferencing, has re-
sulted in a small set of applications that cooperate to establish and maintain commu-
nication. The tools required to participate in an Mbone session include the following
[Handley et al., 1998]:

e Session directory;

Audio mediatool;

Video mediatool;

Shared workspace tool;

Conference controller.

Available Mbone sessions are advertised through the SDR [Handley, 1997¢] ses-
sion directory. Creators of sessions advertise a description on a well-known multicast
address, using the Session Announcement Protocol (SAP) [Handley, 1996]. Session de-
scriptions use the Session Description Protocol (SDP) [Handley and Jacobson, 1998]
and consist of alist of mediaand encodingsthat will be used, aswell asstart and end time
information. SDR listens on the session address col | ecting announcements and displays
them for browsing. A user can then select a session and SDR will start and configure

all the appropriate media tools needed to participate.
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Audio and video media tools are used to communicate speech and video images
of the participants of aconference. Thefirst publicly available Mbone audio tools were
vat [Jacobson and McCanne, 1992], VT, and later NeVoT [Schulzrinne, 1995], with vat
still being one of the most popular. These tools provide toll-quality speech communi-
cation using transmission speeds up to 64 Kb/s. The audio quality providedis degraded
by network packet loss, which is aresult of the best-effort Internet service. Chapter 3
presentsthe Robust-Audio Tool (RAT), of whichtheauthor isaco-devel oper, whichwas
designed to address this problem. Available video toolsinclude IVS [Turletti, 1994],
nv [Frederick, 1994] and vic [McCanne and Jacobson, 1995] which provide dow-scan
video at a quarter of TV resolution. The frame rate achieved by these tools is limited
by the processing power of the transmitting workstation and the available bandwidthin
the network. Vic, which isthe most popular of the three, can achieve full framerate on
modern workstations, producing around 300 Kb/s out of an image of a moving person,
using asimplified H261 [H261, 1993] software codec.

Available shared workspace tools are wb [Floyd et al., 1997], which provides
shared whiteboard facilities, and nte [Handley, 1997b], which is a shared text editor.
These applications present a working document that can be edited by any participant in
the conference. The user making modificationsisidentified at remotesites. Facilitiesto
import existing documents and save or print the current document state are provided. To
protect against overwriting by other participants, locking mechanisms exist for objects

within the document.

Each of the mediatoolsin an Mbone session operatesits own RTP session for data
transmission and uses RTCP for membership and reception quality reporting. Any con-
trol functionality, like volume controlsfor the audio tool, aswell astheinformation col-
lected through RTCP reports, is displayed in the tool user interface. This arrangement
contains a lot of redundancy, as alot of information, like the participant list, is repli-
cated for each tool. Summary information about each user is not available at a single
location. To solve these issues and to provide co-ordinated control of the conferencing
environment, alocal conference busis used within each end-host. The individua tools
can exchange information and control messages over the bus. A co-ordinating applica-
tion can provide centralised administration functionality for the mediatoolsand enforce

conference policy.
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An example of such an arrangement is the unified conferencing interface built by
the author for the Rel.aTe [Buckett et al., 1995] project (Figure2.4). The project piloted
remote language teaching over the SuperJANET UK academic network. Language stu-
dents and teachers, who were novice users of multimedia conferencing technology, re-
quired a single monolithic user interface with areduced number of options to what the
individual mediatools offered. The interface was constructed from modified versions
of the RAT, vic and wb tools. The local conference bus was used to communicate in-
formation like audio power meter levelsfor individual users that were received by the

video tool and displayed next to each usersimage.
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Figure 2.4: Rel.aTe unified user interface for language teaching.

Commercial interest in Internet multimediacommunication has focused on the pro-
vision of Internet telephony services through PC based networked hosts?. Voice and
dow-motion video communication is typically provided between two end parties over
modem speed connections. Many of thenewer productsusethe | TU H323 [H323, 1996]
standard for communication, which is based on RTP, and can thus interoperate. Gate-
way services are offered on the net which can relay a call between an Internet worksta-

tion and a PSTN telephone. Multi-way conferencing facilities, when available, operate

2A list of available Internet tel ephony applicationsis avail able through the voi ce on the net web page

at http://www.von.com
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through centralised servers that act as rendezvous points and thus do not scale. So far,
commercia productsthat make use of multicast arerestricted to one-way broadcast type
dissemination of TV quality signals. Companies like Precept and | cast provide broad-
cast servers, that operate on high-end PCs, and viewing clients that can be run on an
average desktop PC. The IETF RTP standard isused in the transmission and thus freely

available Mbone tools can aso be used to receive the broadcasts.



Chapter 3

Robust-Audio Tool

Development of the Robust-Audio Tool (RAT) started in October 1994. The aim of the
project was to develop a robust and flexible audio conferencing component for use on
genera purpose workstations over the Mbone. Existing audio tools at the time, like vat
[Jacobson and McCanne, 1992] and Nevot [Schulzrinne, 1995] had demonstrated the
feasibility of audio conferencing over the Internet / Mbone, but suffered from a number
of problems.

The voice reconstruction algorithm implementations in these tools used silence
substitution mechanismsto recover from packet loss. The mechanismwas chosen dueto
its implementation ssmplicity. Experience through use showed that this reconstruction
method was inadequate and produced very poor results for the network loss rates expe-
rienced over the Mbone. The need for research into better voice reconstruction mecha-
nisms was the main factor in the decision to implement a new audio tool.

Multimediaconferencing research projectsrunning in UCL at thetime, like MICE
(Multimedia Integrated Conferencing for Europe) [Kirstein et al., 1995; Handley et al.,
1993] and Rel aTe (Remote Language Teaching over SuperJANET) [Buckett et al.,
1995], had additional requirements. Investigation in conference control policies for
the light-weight session model [Handley et al., 1995], unified user interfaces for use
with naive users, and synchronised presentation of multimedia streams, needed a con-
figurable audio component that could be integrated in different architectures.

RAT was demonstrated publicly for the first time as part of the multicast of the
Fourth World Wide Web conference in December 1995. At the time, the most popular
Mbone audio tool was vat, which was used in all conference multicast transmissions.

During the web conference, two parallel audio streams were transmitted with vat and
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RAT, enabling receiversto compare the improvement in audio quality that could be ob-
tained with the use of the new voice reconstruction techniques employed by RAT.

Following the initial success, RAT was adopted as the audio tool used in the
network meetings of the Multimedia European Research Conferencing Integration
(MERCI) project. It has since been used for the multicast of anumber of Mbone events
and integrated into various multimedia research platforms. The popularity of the tool
isgrowing and it is even being used to receive sessions that are multicast using other
audio tools. In such sessions, the improvement in audio quality offered by RAT isless
significant, as the transmitted audio stream is not specially encoded to protect against
packet loss. As an indication of the scale of use in such conferences, approximately
30 % of participantsin NASA sessions! use RAT to receive the audio.

The development during initial releases of RAT was undertaken jointly by Vicky
Hardman and the author2. The success of the tool in the Mbone community has fuelled
research surrounding it, and now the RAT audio research group at UCL is continuously
growing in size. The current focus of research has expanded to include new areas of
multicast audio conferencing like complex receiver audio repair, higher quality audio
transmission and sound spatialisation®.

Attempts to make RAT available to wider audiences have included ports to the
many different hardware architectures used in Mbone hosts. Platforms currently sup-
ported include SunOS, Solaris, IRIX, HP-UX, FreeBSD, Linux, Windows 95 and Win-
dows NT and a port is under way for Digital Unix?.

INASA provideslive coverage on the Mbone of many space missions. It is always one of the most
populated sessions with receiver numbers in the low hundreds.

2A complete audio tool was first built by the author and then voice reconstruction functionality was
designed and implemented in cooperation with Vicky Hardman.

3In all releases up till now, the author has been responsible for several revisions of the main audio
processing modules of RAT. These have provided operating system adaptation, inter-stream synchroni-
sation, support for multi ple sampling rate audio and multiple audio channel s (stereo). Further researchin
voi ce reconstruction including complex receiver repair techniquesis carried out by Orion Hodsonwhois
also responsible for the sample rate conversion functionality and finishing off the stereo support. Colin
Perkins has implemented remote control functionality through a conference bus, the RAT transcoder and
added encryption modules. Markus Iken has provided the wide-band speech codec implementation and
is currently working on provision of sound spatialisation.

4Theauthor isresponsiblefor the SUNOS, Solaris, IRIX, Windows 95 and WindowsNT ports. HP-UX
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This chapter continues by outlining the basic operation of a multicast audio con-
ferencing application and concludes by presenting the solutions and improvementsin-
troduced in RAT. In particular, the novel voice reconstruction technique used in RAT to

counter network packet loss is described and eval uated.

3.1 Structureof an Audio Conferencing Tool

Mbone audio tools provide real-time multi-way audio communication. Single chan-
nel telephone quality speech is used to restrict the bandwidth requirements of the au-
dio stream. The audio tools provide auser interface (Figure 3.1), which includes power
meters to give the user an indication of send and receive volumes. Sinceit is difficult
to distinguish between multiple speakers using monaural sound (one channel copied to
both ears), alist of participants names appears in the interface window, with the current
speaker being highlighted while they are speaking.

| rat |

' Isidor Kouvelas (UCL) _rute | mute |
Wicky Hardman & ,JP |
Dwight Spencer (CEpace) ]
Andrewy Patrick (CRC, Ottawa Ca ] =
Trent MacDougall (Dalhousie Uni L | - L

7 UCL

1 Options | About | Guit | parvasals

Figure 3.1: RAT user interface.

The structure of the RAT audio tool can be seen in Figure 3.2. Speech samples
are collected from the audio device and after processing, transmitted in packets across
the network. At thereceiver, the speech samplesareretrieved, thereverse processing is
applied to convert them back into the original sample stream, and they are fed out to the
audio device for the user to hear. Modules in solid boxes in the figure represent basic
functionality available in most Mbone audio tools and are described in the rest of this

section. Implemented RAT solutionsand current research areindicated with dashed and

and Linux was done by Colin Perkins and FreeBSD by Orion Hodson.
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Figure 3.2: Audio processing modules of a conferencing tool.

3.1.1 Silence Detection Algorithms

Silence detection and suppression is commonly used in packet speech systems, since
it can provide bandwidth savings of up to 50% [Brady, 1968]. Input speech samples
are categorised as either speech (a talkspurt) or silence, and during periods of silence
packets are not transmitted. Silence detection algorithms in currently available audio
tools use a simple average energy measure, that works well in acoustically quiet envi-
ronments. A post-hang period of 200 msisnormally added to the end of the talkspurt to
make sure that the silence detection does not cut in during a sentence. The push-to-talk
facility isoften used in conjunction with the silence detection mechanism to restrict the
number of channels open at any one instant to approximately half of one PSTN voice

channel per multi-way conference.

3.1.2 Speech Compression

Packet speech systems use standard speech coding agorithmsto provide bandwidth re-
duction. Speech coding schemes have been developed for telephone networks, where
avariety of algorithms have been standardised for the telephone or toll quality of ser-
vice. The algorithmsoperate at afew discrete bit-rates. Speech encoding improvement

in compression is obtained by increasing the complexity of the algorithm. The quality
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of the decoded speech at thereceiver typically isworsefor lower bit-rates. Therelation-

ship between bandwidth, complexity and quality for some of the codecs used in Mbone

audio toolsisgivenin Table 3.1.

Coder Bandwidth | Complexity | Quality
(Kb/s) (107 ips) | (MOS)
p-law 64 4 4.2
ADPCM 32 5 4.1
GSM 13.2 7 3.6
G.723.1 5.3/6.3 7.3 3.5/4
LPC 24-5.6 6 24-3

Table 3.1: A comparison of the speech codecs (after Cox and Kroon [Cox and
Kroon, 1996)).

Apart from the encoded stream that is produced by each codec, there is additional
state that is maintained in synchrony at the encoder and decoder. When part of the
encoded stream is not received by the decoder, due to packet loss, synchronisation in
the maintained state breaks. To prevent decoder miss-tracking, packet speech systems
transmit some additional transmitter state in the packet stream to enable resynchronisa-
tion. Thisisfeasibleasthelnternet allowsvariable packet sizes. Itisthusarequirement
from the codecs used in Mbone toolsthat this extra state is available and small in size,
so that it introduces only a small overhead in stream bandwidth. This is true for the

ADPCM codec, where the extra state needed to resynchroniseis only 3 bytes.

3.1.3 Audio Stream Encryption

In I P based networkslikethe Internet, it isalmost impossible to guarantee that aconnec-
tion is secure against eavesdropping, especialy when multicast is used for the dissem-
ination of the data [Ballardie and Crowcroft, 1995]. Multicast conferencing tools use
end-to-end encryption to prevent uninvited third parties from joining a session. Asym-
metric public-key cryptographic algorithmsoffer significant advantages asthey provide
authenticationinadditionto privacy. Theprivatekey of the participantisused to encrypt

the data and the receiver can authenticate and decrypt the stream using the correspond-
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ing public key. Unfortunately, as a global public-key management infrastructureis not
available on the Internet, symmetric encryption schemes like DES are used instead and

the keys distributed through external mechanisms to the intended participant list.

3.1.4 Speech Transmission

The coded speech samples are collected into packets and transmitted over the network.
At thereceiver an artificial voice reconstruction delay isintroduced, in order to smooth
out the effects of network delay jitter (Chapter 2, Section 2.1). This is achieved by
buffering received packets for enough time, so that most of the late packets have a
chance of being received before their presentation time. In order for receivers to be
able to reconstruct the timing of the received packets and calculate scheduled playout
times, sequence numbers and timestamp information is included in RTP [Schulzrinne
et al., 1996] headers. The voice reconstruction delay needs to be adaptive to cope with
changing network conditions. Receivers maintain a running estimate of network delay
and jitter and readjust the amount of buffering between talkspurts [Ramjee et al., 1994;
Montgomery, 1983]. The amount of buffering is enough to receive most of the packets,
but somewill alwaysarrivetoo late to be played back and hence, can be considered | ost.

This processisillustrated in Figure 3.3 provided by Dr Mark Handley.
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Figure 3.3: Voice reconstruction buffering at receivers to remove network delay

jitter.

In packet speech systems, minimising the end-to-end delay is aways an impor-
tant criterion if user interactivity isto be maintained. The value of the end-to-end de-

lay should be kept below 600 ms in the absence of echoes, but is recommended to be
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restricted to less than 400ms if conversation patterns are not to break down [Brady,
1971]. End-to-end delay is directly impacted by the size of packets transmitted over
the network. A delay equal to the size of one packet isincurred at the transmitter, since
samples in the packet have to be collected before a packet can be sent. A rough esti-
mate of the reconstruction delay required to smooth out packet arrival at the receiver
is two packets worth in ms, athough the true value may be substantially in excess of
this rule of thumb, particularly if packet reordering is possible. To this delay, the net-
work propagation delay has to be added, to derive the effective round-trip time for the
connection.

Minimising the packet size used in transmission, to keep the end-to-end delay low,
has the additional advantage of reducing the impact of packet loss to audio quality. The
loss of asmaller packet resultsin aless perceptible gap in the reconstructed audio at the
receiver. However, the use of alarger number of smaller packets increases the band-
width overhead of packet headers and any processing incurred at network nodes. Con-
sequently, a trade-off exists between the requirements of the network and the require-

ments of real-time voice connections.

3.1.5 Mixing

In amulticast conference more than one person can be speaking at any oneinstant. Pre-
senting the multipleincoming audio streamsusing asingle output device at receiversre-

quiresmixing. Thisisdone by adding the scaled decompressed audio from each source.

3.2 Robust-Audio Tool Solutions

There are currently a number of problemswhich affect the quality of Mbone audio, of
which packet loss is the most significant. Repair methods for packet loss are known
as voi ce reconstruction mechanisms. Employing such mechanisms in real-time packet
audio systemsisnecessary to maintain the correct timing rel ationship between thetrans-
mitter and receiver during packet loss. The goal of a voice reconstruction algorithm s
to construct a suitable replacement dummy packet at the receiver, so that thelossis as
imperceptible as possible. The presence of the dummy packet is usually discernibleto
the listener and the perceptibility of loss increases with increasing packet size and loss
rate.



3.2. Robust-Audio Tool Solutions 38

Voi ce reconstruction techniques can be split into two categories: receiver only and
combined source and channel techniques. Receiver only techniques are those that try
to reconstruct the missing segment of speech solely from information at the receiver.
Combined source and channel techniques try to make the system robust to loss, either
by arranging for the transmitter to code the speech in such away asto berobust to packet
loss, or by transmitting extrainformation to help with reconstruction.

The rest of this section describes voice reconstruction solutions and other devel-
opmentsin RAT. In addition to a number of receiver repair mechanisms, a novel com-
bined source and channel technique using audio redundancy has been developed and
evaluated. Solutionsfor workstation performance adaptation, lip-synchronisation, high
quality audio and sound spatialisation are also outlined.

3.2.1 Receiver Repair

RAT uses arange of receiver repair techniquesto recover from packet loss. The choice
of techniques is based on restricted algorithm complexity, so that they can be executed

on the multimediaworkstations currently available on the Mbone.

¢ Silence substitution inserts silence in the reconstructed audio stream for the dura-
tion of the missing packet. It isused in many packet speech systems becauseitis
very simpleto implement. The technique gives adequate speech quality for small
packet sizes (lessthan 16 ms), and up to 2 % | oss [ Jayant and Christenssen, 1981].
Since audio over the Mbone uses comparatively large packets (20, 40 or 80 ms)
for speech transmission, the use of silenceto repair speech hasa seriousimpact on
theintelligibility and quality. The degradation depends on the size of packet used
and the loss rate experienced. Experience from multimedia conferences over the
Mbone has shown that users will tolerate higher loss rates. Approximately 10%
is agreed upon as being the limit at which speech becomes difficult to understand.

However, aloss rate of 10 % isfrustrating to the listener.

e The use of white-noise instead of silence asthefill-in for the missing audio seg-
ments has been shown to be subjectively better and improveintelligibility [Miller
and Licklider, 1950; Warren, 1982]. The packet size and loss rate limits of this

approach are however smilar to those of silence substitution.
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e Packet repetition techniques assume that speech characteristics do not change
very rapidly, and a preceding segment of speech isused to reconstruct the missing
packet. The mechanism fails when the packet sizes are large and the loss rate is
high, sincethe speech characteristicsare morelikely to have significantly changed
[Warren, 1982].

Current receiver repair research in RAT isinvestigating the use of more complex
techniques. These includeinterpolation based schemes, that attempt to interpolatefrom
packets surrounding aloss, and regeneration based schemes, that use knowledge of the
audio compression algorithmto deriveasynthesi sed packet from codec parameters. The
improvement in perceived quality from these repair schemes is small compared to the

increase in computational requirements.

3.2.2 Audio Redundancy

Combined source and channel techniques are able to provide significant improvements
over receiver only techniques. This section presents a novel scheme developed with
RAT that uses audio redundancy. A survey of other possible source and channel solu-

tionsisfirst presented.

¢ Interleaved positioning of speechintervalsintransmitted packetsat the sender can
considerably reduce the size of missing audio segments when loss occurs. The
scheme operates by re-sequencing units of speech before transmission, so that
originally adjacent units are transmitted in separate packets. Packet |oss causes
smaller segments to be lost, that are spread in the audio stream. These smaller
segments are easier to repair with receiver techniques, than one large gap, equal
in length to the sum of the small segmentsin a packet, would have been. Thedis-
advantage of interleaving isthat the transmitter hasto wait for al the segmentsin
a packet to be collected before the packet can be transmitted. This significantly
increases the end-to-end delay of the connection making it unsuitable for interac-

tive communication.

¢ Standard forward error correction techniques [Lin and Costello, 1983] can be ap-
plied to the audio stream making it possible to completely recover from acertain

level of packet loss. Therepair datacan beintheform of set of parity packetsthat
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are calculated for each set of transmitted audio packets. Receivers experiencing
loss can calculate the information in the missing packets, provided that the num-
ber of lossesislessthan the number of parity packetsused. Thistechnique suffers
from similar delay problems asinterleaving, since the transmitter hasto collect a

set of audio packets before the parity packets can be calculated and transmitted.

e Embedded speech coding techniques split a signal into a number of layers that
can be combined at the decoder to achieve increasingly refined versions of the
origina. Base quality layersare transmitted in packets which can be treated with
higher priority by the network and stand lower chances of being lost. This en-
suresthat low quality informationwill always be available at the receiver. Higher
layer packets can be sent with alower priority and dropped by the network when
congestion occurs. The technique can provide very good quality under congested
conditions, provided that thereis enough available bandwidth for the lower qual-
ity layers. The mechanism relies on network support whichisnot currently avail-
able on the Internet.

An alternative for the layered transmission of information in multicast confer-
encesisproposedin [McCanneet al., 1996], wherethe task of reacting to conges-
tionisleft upto thereceivers. Different quality layersaretransmitted on separate
multicast addresses, and receiversjoin only as many groups as their connection
can accommodate. This removes the requirement for different quality of service
support from the network. The two approaches differ, as a priority transmission
scheme aims at reducing the impact of losses during congestion, whereas the lay-
ered transmission and receiver adaptation aims at driving the network in an un-

congested state and operates on different timescales.

Within RAT we have devel oped anew voi ce reconstruction scheme that usesaudio
redundancy. The redundancy isalow bandwidth speech encoding, which, whilenot ca-
pable of providing adequate speech quality as the primary compression scheme, isvery
suitablefor use as afill-in segment in avoice reconstruction mechanism. The redundant
encoding for an audio segment corresponding to a packet is piggybacked to the follow-
ing packet (Figure 3.4). The output of a synthetic quality speech coding algorithm can
be used to provide the redundant information. LPC is regarded as containing approxi-
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mately 60 % of the information content of the speech signal and provides high compres-
sion of the input stream, thus, being ideal for the task. When a packet has been logt, the
receiver decodes the redundant information avail able in the next packet. Consequently,
the output speech waveform consists of periods of toll quality speech, interspersed with

periods of synthetic quality speech.
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Figure 3.4: Piggybacking of redundant encoding on audio packets.

Theuse of redundancy requiresanincreasein the voice reconstruction delay, by the
time equivalent to the distance of the redundancy component to the packet with the pri-
mary encoding. For redundancy placed in the packet behind that containing the primary
speech codewords, an extradelay of one packet should be added to the voice reconstruc-
tion delay. The additional delay increasesthe chance of the redundant information being
available at the receiver by its scheduled playout point.

3.2.2.1 RAT Subjective Quality Results

In order to assess the improvement in audio quality that results from the packet loss
robustness technique, listening tests using RAT have been carried out. The material
consisted of recordings of passages from magazines, spoken by amale speaker with no
accent. RAT was used in the experiments, with input speech taken from the file. The
packeti sed audio was transmitted across the network to a packet reflector that randomly
loses packets for different lossrate settings. The packet speech wasthen received using
RAT and stored infiles.

The files were played back in a randomised order to 10 subjects, each of which
listened to 12 different conditions, plus an experimental control condition. The speech

quality was rated by the subjects using Mean Opinion Scores (MOS)®. Thegraphin Fig-

SAlthough MOS have traditionally been used in the telecommunications world to rate toll quality
speech, thereare anumber of problemswhen they are applied to packet audio systems [Watson and Sasse,
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ure 3.5 showsthe perceived speech quality improvement gained from using redundancy

(onelevel), against speech received at same |oss rates without redundancy.

No redundancy [
Redundancy —e-—

Mean Opinion Score
w

0 5 16 1‘5 2‘0 2‘5 3‘0 3‘5 4‘0 45 50
Packet loss %
Figure 3.5: Perceived speech quality at different lossrateswith and without redun-

dancy.

It can be seen from the graph, that for all loss rates measured, redundancy offersa
significant improvement in the subjective quality. At lower loss rates, the improvement
in MOS rating is greater than for higher loss rates. This can be explained by the packet
repetition schemethat was used to increase therepair interval from 1 to 2 packets, which

was not used on consecutive losses for which it is known to fail.

3.2.2.2 Useof Multiple Redundancy Levels

The addition of a piggybacked redundant encoding for the previous packet can provide
fill-in audio for one lost packet. If two or more consecutive packets are dropped by the
network, then both the primary and redundant information for some period of timewill
belost. Theoretically, by increasing the number of redundant blocksthat we add to each
packet, we can cover for aloss of any length. In practice, there are limitations on the
packet size we can use and hence, the maximum bandwidth it is desirable for our au-
dio stream to take up. Receiversthat are suffering from loss, must ensure their playout
buffers are large enough to cater for the amount of redundancy, and so incur extra de-
coding delay.

The following analysis attempts to determine the number of levels of redundancy

1996].
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needed to cover for loss under different network conditions. As afirst approximation,
we assume that the losses occur independently and can be modelled by a Bernoulli
random variable. Although this assumption is not entirely accurate, asis discussed in
§ 3.2.2.3, theresults still giveafairly good indication of the usefulnesslimitsof multiple
levels of redundancy.

Assume a packet loss rate p over the network and . levels of audio redundancy.
In order for a unit not to arrive at the receiver, al of the n packets carrying it have to
be lost. Hence the perceived unit lossrate ! at the receiver will be p™. This can also be
shown as follows. The probability P(k) of the network loosing & consecutive packets

and correctly delivering packet £ + 1 isgiven by:
P(k) = p*(1 = p) (3.1)
So the probability of the network loosing » or more packetsis:
lzgjp’“(l —p)=p" (32)

By solving for n, we can calculate the number of levels of redundancy that are required

to achieve adesired unit lossrate [ at the receiver, given the network packet loss rate p:
log(/) W

n = 3.3

Log(p) 59

Figure 3.6 shows the number of levels of redundancy required to achieve different

stream lossratesat thereceiver against network |oss and was plotted using Equation 3.3.

Figure 3.7 contains three cross-sections of Figure 3.3, and shows the number of
levels of redundancy required to achieve 5%, 10% and 20 % stream loss rates at the re-
ceiver against network lossrate. A 5% lossratein theresulting audio stream represents
areasonable loss rate that can be patched using receiver technigues like waveform sub-
stitution. Even with the highest available compression used for the redundancy (at the
moment LPC), it is not reasonable to expect more than 5 or 6 levels, since it increases
the end-to-end delay. For instance, 5 levelsof redundancy and 20 mspacketsrequiresan
extradelay of 100 ms, meaning that the end-to-end delay must be significantly lessthan
150 msto accommodatejitter and remaininteractive. Withlower compression schemes,
such asADPCM, maximum packet size becomesalimiting factor. The curves show that
above a network loss rate of about 50 %, it becomes very hard to consistently cover for

the packet loss, since the number of required redundancy levels becomes very high.
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Figure 3.6: Number of redundancy levelsrequired against |oss rate and perceived
quality.
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Figure 3.7: Number of redundancy levels required against network loss rate.

There should be a cut-off point for the network loss rate where the audio appli-
cation decides, or indicates, that interactive communication is not possible. The limits
indicated by the results in this section are optimistic, as, in redlity, loss is not totally

random and some correl ation between |osses exists.

3.2.2.3 Redundancy Spacing

There have been anumber of surveys of the packet |oss patterns on the Internet / Mbone
investigating the correlationin loss. Handley [Handley, 1997a] analysed losslogsfrom
popular Mbone sessions and concluded that although the deviation of the observed loss
patterns from random lossis statistically significant, it is not sufficient to influence the

design of aredundancy control algorithm. Similar results are shown in [Bolot, 1993]
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and [Yajnik et al., 1996]. Here, we present a set of measurements that we collected
which confirm the above findings and discuss their impact on audio redundancy.

Loss statistics were collected using a variety of both unicast and multicast links
between UCL, France, Greece and the US. The results are not an exhaustive set of mea-
surements, but rather are indicative of the conditionsthat might be expected. A number
of data sets were collected for different loss rates, by looking for links that showed the
approximate desired lossrate. Each data set has been constructed using 336 byte pack-
ets, generated at 80 ms intervals, which is typical of voice traffic generated by current
audio tools®. Approximately 10,000 packets per data set were collected.

Each of the graphsin Figure 3.8 showsthe deviation of the measurementsfromthe
expected random loss for a different packet loss length. We observe that because of an
existing degree of correlation in packet |0oss patterns, the measured values deviate from
the theoretical ones. The single packet loss graph shows lower actual losses, whereas

the longer gap length graphs show that the actual values are larger.
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Figure 3.8: Expected and observed loss length probabilities against network loss
rate. (Top row: single packet loss events, double packet loss events.

Bottom row: triple packet loss events, quadruple packet |oss events).

Because the measured |oss patterns display some degree of correlation, if packet
n islost, then thereis a higher than average probability that packet » + 1 will also be
lost. Thisindicatesthat an advantage in perceived audio quality can be achieved in the

5The audio packet size is coded for 80 ms of 8000 kHz 4-bit mono-aura ADPCM.
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redundancy mechanism by offsetting the redundancy in the packets. Figure 3.9 shows
how this can be achieved. The changeisthat packet » carriesthe redundancy for packet
n — 2 instead of n — 1. Increasing the distance of the redundancy from the primary
encoding, forcesthereceiver towait longer beforeplaying out audio in received packets,
to give a chance for the redundant block to arrive. The further the redundancy is off set,
the longer the playout delay at the receiver has to be. Asthe measured probabilities of
longer then double packet |ossesfor moderate network lossare still very low, most of the

improvement in quality can be gained by offsetting the redundancy by a single packet.

X \
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Figure 3.9: Offsetting redundancy.

Figure 3.10 shows the change in perceived loss rate at the receiver when the re-
dundancy is offset by one packet (as shown in Figure 3.9). Positive values indicate an
improvement, whereas negative valuesindicate adegradation. Itisclear that for thema-
jority of measurementsthe perceived loss rate is reduced by offsetting the redundancy.

Thereisasoavisibletrendindicating that for higher lossrates, theimprovementismore

significant.
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Figure 3.10: Perceived |lossrate difference between normal and offset redundancy

against network loss rate.
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3.2.2.4 Congestion Control

Currently available audio conferencing applications transmit data at a constant rate.
There isno control of the transmission rate to adapt to network conditions and no back-
off in the face of congestion. The aim of any adaptation scheme should be to achieve
optimal audio quality and fairly share available bandwidth in the network.

For asingle network flow, an improvement in quality during congestion can be ob-
tained by increasing thelevel of redundancy. This, however, resultsin anincreaseinthe
amount of traffic introduced into the network, which adds to the congestion. If all real-
time flows react in the same way, then no improvement will be obtained, as the packet
lossratewill increase proportionally to the added redundancy. Infact, quality may drop,
as the burstiness of 10sses may increase.

A first step in achieving fairness, is to avoid increasing the amount of data being
transmitted when packet loss is observed. A control algorithm can be tuned, to max-
imise perceived audio quality at the receivers for a given desired network bandwidth
usage. This can be done by increasing the compression of the primary encoding and

trading it for an increase in redundancy (Figure 3.11).

PCM —* |ADPCM|ADPCM| —* |ADPCM

GSM
GSM

Figure 3.11: Trading off primary encoding bandwidth for redundancy.

However, maintaining a constant transmission rate and just adapting the level of
redundancy to adjust perceived quality is not adequate. In addition to the limitations
described above, such a scheme forces al adaptive traffic (like TCP) to back off com-
pletely, making communication through traditional non-real-time applications impos-
sible [Jacobson, 1988; Floyd and Fall, 1998]. The aim of an application transmitting
a real-time stream should be to detect congestion, through feedback information from
receivers, and react by reducing the transmission rate.

There have recently been some attempts at providing network-friendly real-time
audio applications. In [Bolot and Garcia, 1996], an adaptation scheme for multicast
conferencing is described, where the transmission parameters are modified, based on

averaged group statistics, collected through RTCP receiver reports. Thisis achievable
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with unicast communication (two-way conferencing). With multi-way conferencing the
scaling requirements of multicast communi cation complicate the adaptation process. It
isimpossibleto find asingle optimal transmission rate and level of redundancy that sat-
isfies the requirements of a diverse receiver group. Implosion of feedback information
from the multiple receivers at the sender is an additional problem.

Chapter 6 presents and evaluates an architecture for congestion controlled mul-
ticast real-time communication. The proposed solution uses self organisation to form
groups out of receivers suffering from a common bottleneck link, and arranges locally
for areduced bandwidth stream to be forwarded to the problem group. The bandwidth
of the customised stream is continuously adapted in a TCP friendly manner, based on

feedback information from a group representative, thus solving the implosion problem.

3.2.3 Operating System Adaptation

In addition to network loss, audio quality is affected when the processing capacity of
the sending or receiving workstation is exceeded, resulting in speech quality degrada-
tion similar to that caused by packet loss. Although the processing power of current
multimediaworkstationsis far greater than that required by an audio conferencing ap-
plication, CPU timeis a shared resource controlled by the operating system scheduler.
Because of the lack of real-time process support in today’s general purpose operating
systems, no guarantees can be given that the audio process will receive the required
share.

A mechanism has been developed within RAT, which produces a continuous au-
dio signal, despite the variable allocation of processing time a real-time application is
given. Continuity of audio is ensured during scheduling hiccups by using the buffer-
ing capabilities of workstation audio devices. The details of the design are presented in

Chapter 4.

3.24 Inter-Media Synchronisation

The transmission of multimediaover packet networks and the use of independent sys-
tems for audio and video, mean that listeners often experience atime lag between hear-
ing aremote user’s audible words, and seeing the associated lip movements. RAT and
the LBL video conferencing tool vic [McCanne and Jacobson, 1995] were modified to

achieve the first implementation of lip synchronisation between audio and video over
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the Mbone. The details of the solution to provide the inter-media synchronisation are

presented in Chapter 5.

3.25 High Quality Audio

The acoustic environment provided by current audio tools is somewhat unnatural and
may deter first-timeusers. Increased speech intelligibility can only be provided by cod-
ing and transmitting more of theinput speech bandwidth. A reduced complexity version
of awide-band speech coding algorithm [BT, 1984; Hardman, 1993] is currently being
devel oped for RAT. The wide-band speech coding algorithm transmits 7 kHz audio, and
is well-known to preserve more of an individuals speech characteristics, as well asin-
creasing speech intelligibility. The bandwidth requirements of the wide-band speech
codec are the same as PCM (64 Kb/s), making it ideal for use over the Mbone.

3.2.6 Sound Localisation

Sound localisation artificially manipulates a single input channel to produce 3D spatial
sound. The sound can be presented over headphones or vialoudspeakers, but the effect
is better than stereo, since the sound appears to emanate from a particul ar location (out-
side the user’s head with headphones). Sound localisation is being developed for RAT
and will be used to separate conference participants out in space [Hardman and Iken,

1996]. This substantially eases speaker identification and improves speech intelligibil-
ity.

3.3 TheRAT Transcoder

Releases of RAT since the beginning of 1997 include transcoding capabilities. When
operating in such a mode, RAT acts as a gateway between two separate sessions, re-
laying RTP audio and RTCP participant information. There are several conferencing

scenarios that require such functionality:

e Users wishing to participate in a multicast conference connected through a low
capacity link, require some mechanism to restrict the session bandwidth. The
RAT transcoder can provide bandwidth savings, by forwarding a single mixed
stream with higher compression, from the set of participants on each side of the
low speed link to the other. A common example of such a setup is a user that

connects to the Internet, using a single basic rate ISDN connection at 64 Kb/s,
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and wishes to participate in a session with multiple participants sending audio
and video. A transcoder Situated at the site of the Internet service provider can
customise the session stream before forwarding down the ISDN link. This con-

figuration is shown in Figure 3.12.
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Figure 3.12: Connecting to a multicast session through a transcoder.

¢ Although deployment of the Mbone on the Internet is progressing rapidly, mul-
ticast routing is not yet ubiquitous, and so there are sites that wish to participate
in Mbone sessions but cannot do so. An interim solution for users in such areas
is to Situate a transcoder at the closest site reached by the Mbone and forward a

unicast stream to their site.

e Users connected through lossy links (either due to network congestion or other
connectivity problem) may wish to transcode the audio stream to include addi-
tional redundant information beforeforwarding through the problem link. Anim-

provement in quality at the receivers can thus be achieved.

The current implementation of the transcoder in RAT can convert between all the
encoding schemes supported by the audio tool and add or remove a single or multiple
levels of redundancy. In addition to audio data, session membership and other items
of information carried in RTCP packets are forwarded according to the definition of a
mixer in RTP [Schulzrinne et al., 1996].

Chapter 6 presents a scalable congestion control scheme for rea-time streams of

which mediatranscoding is an integral part.
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3.4 Conclusions

This chapter has presented a new Robust-Audio Tool (RAT) for use in multicast multi-
mediaconferencing, which introducesanovel voicereconstructiontechniquefor packet
networks. Sinceitsfirst release, theimproved quality that RAT offershas madeit popu-
lar in the Mbone community. RAT iscurrently being used for research project meetings,
remote language teaching sessions and conference multicasts across Europe and the US.

The audio redundancy voice reconstruction mechanism used in RAT wasevaluated
and its potential and limitations were identified. Additional achievements of RAT were

outlined, with some being presented in more detail in the following chapters.



Chapter 4

Overcoming Workstation Scheduling

Problemsin a Real-Time Audio Tool

Traditional time-sharing operating systemsfor general purpose workstationsdo not pro-
vide adequate support for real time applications [Faller, 1992]; they operatein an asyn-
chronousfashion, and handle datain blocks [Hagsand and Sjodin, 1994]. Real-time au-
dio applications are * soft’, in that they have to keep a continuously draining operating
system audio device driver fed with blocks of audio samples, but thereis no specified
instant when audio must be transferred, just a dead-line. However, the lack of a delay
bound for notification on timers and external events makes it impossible to guarantee a
regular supply of audio samples. Current real-time audio applications ignore the prob-
lem, which results in frequently disrupted audio, and increased end-to-end delay.

A solution analogous to that of resource reservations to provide QoS guarantees
over the network, is to modify the operating system scheduler to provide bounded
dispatch latency for applications [Hagsand and Sjodin, 1994; Khanna et al., 1992;
Mullender et al., 1994; Fisher, 1992]. Despite experimental proof that this approach
can significantly improve the perceptual quality of multimedia applications, it has not
been implemented in the majority of desktop workstation operating systems.

Thereisavery large number of general purpose workstations connected to the In-
ternet, used for audio conferencing applications with the current scheduler. We present
a solution to the problem at the application level, that smoothes out scheduling jitter in
audio applicationsusing theworkstation devicedriver buffering capabilities. The mech-
anism produces a continuous audio signal, despite the variable allocation of processing

time a real-time application is given. The solution is analogous to playout adaptation
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for smoothing network jitter, in that it does not require any modifications to worksta-
tion hardware or operating system.

In this chapter, we analyse the audio scheduling problem and itsimplications. The
solution and implementation in RAT is described, together with evaluation results that

show the success of our method.

4.1 Application and Operating System I nteraction

The audio device of the workstation can be visualised as two buffers:;

e Theinput buffer continuoudly inputs samples from the analogue audio input (mi-

crophone).

e The output buffer is fed with samples from the application and these are syn-
chronoudly output to the loudspeakers.

The rate of input sample accumulation and sample output is the same (sampling rate).
The operating system buffer size in the device driver has a fixed upper limit, which is
adjustable under most OS platforms.

The audio application interacts with audio input and output through the two de-
vice driver buffers. Samples are read from the input buffer for processing and written
out to the output buffer for playback. In contrast with actual audio playback, the trans-
fer of blocks of samples between the audio application and the device driver is ad-hoc.
Blocks are read from and written to the device driver buffers, and al audio processing
takes place on this block unit size. The minimum block size is enforced by the work-
station processing power and hardware capabilities. The larger the block size, the less
frequently the application has to read and write audio blocks.

Figure4.lillustratesthebasic functionality of our audiotool. The operationissim-
ilar to that of other existing conferencing audio toolslike VAT [Jacobson and McCanne,
1992], NeVoT [Schulzrinne, 1992] and IV S [Turletti, 1994].

For the purposes of this chapter the audio tool can be considered as a process that
acts as an interface between the audio device and the network. The process provides
atwo way communication facility. Samplesinput from the audio device are processed
and transmitted across the network to remote conference participants. Packets are re-

ceived from the network, processed, and samples played out to the audio device.
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Figure4.1: RAT operation.

A detailed description of the functions involved in processing the audio samples
and moreinformation on the structure of the RAT audio tool have been given in Chap-

ter 3.

4.2 Audio playback problem

The effect of samplelosson audio may produce significant degradation in audio quality,
depending on thelength of individual gaps and thefrequency of occurrence. Audio gaps
indicate a pause in speech to the human brain causing confusion and reducing intelligi-
bility. The minimisation of sample lossisa primary design goal in audio applications.
In real-time conferencing audio systems interactivity is known to be substantially
reduced for round trip delays larger than 600 ms. Large round trip delaysin conversa
tional situationsincreasethefrequency of confusionsand amount of both doubletalking
and mutual silence [Brady, 1971]. The components of this delay in areal-time Internet

audio tool are:
e Processing and packetisation delay at transmitter.
¢ Variable delay experienced by audio packets traversing the network.

¢ Audio reconstruction buffering at the receiver necessary for smoothing out net-

work delay jitter.

e Delay caused by queued audio samplesin the operating system device buffers.
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There are two main goal s when considering operating system effectsfor achieving

good quality real-time audio communication:

¢ Continuous audio playback with no unnecessary breakups.

¢ Low delay in device driver buffers to minimise the end-to-end delay, so that in-

teractivity and normal communication patterns are preserved.

To play-back audio, buffers of samples have to be transferred to the audio device
driver. If al the samples in the device driver are played out before more are supplied,
then the buffersrun dry, and audio playback stops. To avoid the resulting gap of silence

in the output audio, the transfer of samples must take place regularly.

Modern workstation audio devicedriversprovide aselection of audio sampling fre-
guencies. Conferencing applications usually aim to transmit telephone quality speech,
and consequently, would like to use a sampling frequency of 8kHz. However, au-
dio sampling frequency crystals usually do not have a nominal frequency of exactly
8kHz and can vary considerably from one workstation to the next [Jacobson, 1994;
Rizzo, 1997]. Timing events using the workstation clock without compensating for the
drift in the audio crystal will lead to one conference participant’s audio buffers becom-
ing full, while a remote workstation buffers may run dry. To smplify operations the
sampling clock of the audio device isused instead. Thisisachieved by using the num-
ber of samplesread fromthe audio device as an indication of theamount of timethat has
elapsed. Sinceone crystal isused for audio input and playback®, the number of samples
read givesavery accurate count of the number of samplesplayed out. With the accurate
knowledge of the number of samples that have been consumed by the audio device, a
receiver can calculate the drift from atransmitter and compensate for by adjusting the

duration of silence periods.

Thisistruefor most workstation audio hardware. A notable exception isthe SoundBlaster card fam-
ily available for PCs. In order to provide full-duplex operation in their latest hardware, Cregtive hasin-
corporated an older model of their soundcard on new cards. Apart from giving different input and output

audio qualitiesthismode breaks the timing synchronisation between recording and playback.
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4.3 Implicationsfor a Real-Time Audio Tool

Networked audio tools have a strict loop of operation in order to meet real-timetiming

restrictions. In each cycle of thisloop the following basic operations take place:
¢ A block of samplesisread in from the device driver input buffer.

e An equivaent number of received and processed samples are written out to the

audio device.

e Other processing takes place which may involve packets being transmitted onto

or received from the network.

Using this order of operations attempts to ensure that as many samples as needed
are fed to the output buffers of the audio device. Feeding more would create a backlog
of samplesin the device driver to play out and would increase the delay. Providing less
would result in gaps of silence in playback because of the buffersrunning dry.

On a non-multi-tasking machine, keeping up with thisloop is not hard to achieve.
Under a time-sharing operating system — like UNIX — this may not aways be pos-
sble. The UNIX scheduler decides when a process gets control of the CPU. Pro-
cesses are serviced according to their priority and there is no useful upper bound on
the amount of time a process may be deprived execution [Hagsand and Sjodin, 1994;
Khannaet al., 1992].

Asaresult of other processes being serviced, arelatively large amount of time may
elapse in between two instances of the audio tool being scheduled. If the time between
schedules is larger than the length of audio data that was written last time, then, an au-
dible gap of silence will result in the output audio signal. The persistent effect of the
gap in the audio output is to restrict the timing of the output, with respect to the input.
Extra delay is accumulated in the device driver, since each block of samples is played
out later than it should have been. Measurements have shown that the accumulated in-
terruptions caused by an intensive external event on aloaded workstation, can create a
delay of several hundreds of milliseconds over the period of acycle of operation of our
program. Since the audio system istimed from the read operations of the audio device,
the time that el apses when the audio tool process does not have control of the CPU will

be evident. There will be alot of audio in the input buffer of the audio device waiting



4.3. Implicationsfor a Real-Time Audio Tool 57

to beread. Inresponse to the waiting input audio, the process will execute the loop sev-
eral timesin succession, until it readsthe blocksin. For each of the blocksread, ablock
of equivalent size will be written out to the output buffers. Figure 4.2 shows the delay

increase diagrammatically.
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Figure4.2: Accumulation of delay in output buffer.

The extra buffered audio samples in the device driver prevent additional gaps, as
thereis now extraaudio to play out while the audio tool processis not executing. Cur-
rent Internet conferencing audio toolslike VAT [Jacobson and McCanne, 1992], NeVoT
[Schulzrinne, 1992] and IVS [Turletti, 1994] rely on this effect. During atalkspurt, the
first CPU starvation causes agap in the audio. Successive starvationswill only cause a
gap, if they are longer in duration than the longest starvation so far. Consequently, the
delay caused by the buffered samplesinthe audio deviceincreases up to thelength of the
maximum interruption. At the end of the talkspurt the accumulated delay is zeroed, as
transfer of samplesto the audio device stops, and the audio device output buffer drains.
If silence suppression is not enabled in the transmitting tool, then the increase in delay

will persist throughout the duration of the session.
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4.4 Adaptive buffer solution

In order to eliminate gaps in the audio signal and minimise delay in the device driver
buffer, adaptive control of the buffersis sought. The adaptation algorithm will trade
off the two variables. The adaptation algorithm controls the amount of audio in the
buffers, and ensuresthat there is aways a minimum amount of audio to reduce the gaps
caused by scheduling anomalies. Monitoring ahistory of the size of scheduling anoma-
lies means that excessive audio is not buffered.

Intuitively, a situation where the amount of samples in the device driver buffer
(called the cushion) can cover for small frequent interruptionsisideal. This principle
will not introduce excessive delay, but large infrequent interruptions will still cause a
gap inthe audio signal. The size of the cushion must be determined by the current per-
formance of the workstation, which can be estimated by analysing a history of schedul-
ing anomalies. Asnew processes start, or external events happen, the overall perceived
load and behaviour of the scheduler will change. I1n order to maintain the desired sound
quality and minimise the delay, the cushion size must be adaptive, and should attempt
to reflect the state of the workstation (Figure 4.3).
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Figure 4.3: Adaptive cushion agorithm.

4.4.1 Measuring workstation state
An estimate of the state of the workstation can be achieved by a smple modification
to the structure of the audio application. In the audio tool application loop, instead of

reading ablock of fixed size from the audio device driver, anon-blocking read is made,
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and all the stored audio isretrieved. The amount of audio gives an exact measure of the
amount of time that has elapsed since the last time the call was made.

A history of the time between successive calls reflects the loading of the worksta-
tion. Figure 4.4 shows measurements from alightly-loaded SUN Sparc 10 workstation
over aperiod of 2mins. There arereadings as often as every 10 ms, which gives enough

load samples to be able to monitor load changes as they happen.
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Figure 4.4: Read length variation.

There is an exception event to cater for in the implementation. When the amount
of audio that is returned by the read call is equal to the total size of the device driver
buffer. Itislikely that an overflow has occurred and someinput samples have been lot,
and therefore the track of time. The audio tool process resynchronises using external
mechanismslikethe workstation clock. Thissituation doesnot happen very often, since
thetotal length of the devicedriver buffer isconfigurable, andisusually set large enough

to cater for afew seconds of continuous audio input.

4.4.2 Cushion size estimation

Based on the workstation load information, the target fill level for the device driver
buffer can be estimated.

Figure4.5 showsthedistribution of the measurements presented in Figure4.4. The
X-axisrepresentsthe elapsed timein milliseconds. Y-axisis logarithmic and showsthe
number of times each different value occurred. It can be seen that the vast majority of

measurements are smaller or equal to 40 ms (320 samples). However, the largest mea-
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surements are 130 ms long.
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Figure 4.5: Load measurements distribution.

The estimation algorithm should maintain a cushion level that will cater for the
majority of scheduling anomalies, without resulting in gapsin the playback. Thismight
betrivially achieved by maintaining output buffer levels at the maximum measured read
length, but thiswill result in excessive delay beingintroduced. The adaptation agorithm
introduced here allowsthe user to specify how much audio breakup should be traded for
areductionin delay.

The algorithm operates by maintaining ahistory of past |oad measurements. After
a new measurement, the desired cushion size is estimated based on the recent history.
Theload measurementsare stored in acircular buffer, and to avoid the processing over-
head of examining all thelogged data each timeadecision needsto betaken, ahistogram
of load measurements is maintained. The histogram is built incrementally. Each time
anew load measurement is made, the oldest one in the circular buffer is removed from
both the buffer and the histogram, and replaced with the new one. An estimate is made
by examining the histogram, and cal culating a cushion value that will cover agiven per-
centage of measurements.

Let b; be the number of load samples of length ; and / the length of the history.

Then, we have;
h = Z b; (4.2
=1

If ¢+ isthethreshold of read lengthswhich isbeing catered for, then the cushion c isgiven
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by:

c:minx:Zbi>t (4.2
=1
The cushion adaptation algorithm is configurable by adjusting the history length ~
and by varying the threshold ¢ of load measurements that are going to be catered for.

The desirable behaviour would be to follow the trend in scheduling load and avoid
rapid jumps in cushion size dueto very short-lived bursts. This can be achieved by in-
creasing the history length, which in effect low pass filters the load information. The
increase in the history length, however, is at the expense of fast adaptation since the

cushion estimate now depends on older data.

Figure 4.6 shows the estimated cushion for the data presented in Figure 4.4. A rel-
atively small averaging period was used (200 measurements) and therefore, the cush-
ion varies continuoudy in an attempt to match the changing workstation performance.
Figure 4.7 shows the estimated cushion using alarger averaging period (2000 measure-
ments). The estimate is alot more stable and represents the trend in workstation load.
By increasing the averaging period, a reduction in average delay and a small increase

in audio gap have resulted.
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Figure 4.6: Fast adapting cushion.

It is important to note that the algorithm design aims to smooth out short-lived
scheduling anomalies, and cannot provide a solution if the workstation cannot (on av-
erage) keep up with the requirements of the real-time process. This can be detected if
thereis a constant trend in cushion increase. In this case, the audio tool should reduce

the amount of processing performed (load adaptation).



4.4. Adaptive buffer solution 62

T T T T T

i 50 i

E

c

o 30 eee———— o—

=

7]

>

o 10 - .
Il Il Il Il Il

0 20 40 60 80 100

Time (seconds)

Figure4.7: Stable cushion.

4.4.3 Buffer adjustment

Maintaining a given amount of audio in the device driver buffer can easily be accom-
plished. The output buffer isinitialised with agiven number of samples (cushion size).
On each cycle of the program, we calculate how many samples remain in the device

driver buffer using the elapsed time given by the read length:
samples left in cushion = cushion size — read length (4.3

The cushionisrefilled by writing out the required number of samples. An outline of the
code that achievesthisisgivenin Figure4.8.

/* Initialise cushion */

wite(fd, mxed_ audio_buffer, cushion_size);

for (;;)

{
/* Read all there is (non blocking) */
el apsed_tinme = read(fd, input_buffer, MAX SIZE)
/* Refill cushion */
wite(fd, mxed_ audio _buffer, elapsed_tine);
/* Do all other processing */
}

Figure 4.8: Maintaining the cushion size.

When the el apsed time exceeds the cushion because of a scheduling anomaly, then

we should not write back as much aswe read, because thiswill effectively increase the
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cushion size. The cushion should bere-initialised by writing out itsfull sizeinthiscase.
To maintain synchronisation between the input and playback operations the extra sam-
plesthat were not written out are discarded. Asthese samples correspond to the silence
period that resulted from the cushion overrun, no additional disturbance resultsfrom us

discarding them and the timing relationship in the played out signal is maintained.

4.43.1 Varyingthecushionsize

The methods described here vary the cushion size in line with the desired value. The
cushion size reflectsthe current state of the workstation, which may changein response
to other processing on the workstation.

Changing the cushion size during silence periods has minimal effect on the per-
ception of audio [Gruber and Strawczynski, 1985]. It is thus preferable to make any
adjustments necessary during such periods.

However, it is possible to alter the cushion size during atalkspurt. A decreasein
size will result in areduction of the end-to-end delay that will be perceived at the end
of the talkspurt. This can be achieved by smply writing out fewer samples than those
needed to refill the current cushion. At this stage we have to decide what to do with the
remaining samples that we did not transfer to the audio device. The simplest solution
isto discard them. If the change in cushion size is small enough, asisusually the case,
then the missing samples will not be noticed [Gruber and Strawczynski, 1985].

Increasing the cushion sizeis not as easy as decreasing it, Since extra samples are
needed. However, theremay beextraaudio availableif the decisiontoincreasethe cush-
ion follows a scheduling anomaly (see § 4.4.3). If thereis no extra audio available to
fill the gap, then it hasto be artificially created. Techniquesfor artificially creating ex-
traaudio required during periods of sampleloss have been presented in Chapter 3 under

§ 3.2.1 to solve the problem of network packet |oss.

4.5 Discussion of results

The adaptive cushion agorithm has been implemented and tested in RAT. It has pro-
duced a perceivable reduction in the end-to-end delay of the system.

A simulator was built to evaluate the performance of the adaptive cushion algo-
rithm. The smulator inputs load measurements and talkspurt information, and uses

these to calculate the resulting delay and audio gaps for different adaptation strategies.
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In our experiments, we used real |oad measurements collected from RAT, and modelled
talkspurt and pause durations after statistical datagiven in [Brady, 1968]. The data pre-
sented below uses |oad information collected on a medium loaded Sun Sparc 10 work-
station running Solaris 2.4 over a period of 20 mins. Results were collected during a
multicast multimedia conference, whiletransmitting and receiving audio with RAT and
moving video with vic [McCanne and Jacobson, 1995].

Table4.1 showsresulting end of talkspurt delay valuesfor different adaptation con-
ditions. Thefirst row represents operation of the audio tool without the use of the cush-
ion mechanism asis used in all other existing audio tools. The remaining rows repre-
sent results from the use of different parametersin the adaptive cushion algorithm. The
two val ues in the column describing the adaptation parameters show the number of load
measurementsthat are required to be covered by the cushion and thelength of the history
that is kept. The column labelled “Read %" givestheratio of these two values indicat-
ing the percentage of measurements that are expected to be covered by the cushion. For
each adaptation method the average, standard deviation and maximum of the delay are
given in milliseconds. Table 4.2 shows resulting audio gaps in talkspurts for the same

adaptation conditions.

Adaptation | Read % | Avgdel | Del o | Max del
No cushion 43 36 240
195/200 97.5 31 4 70
970/1000 97 30 2 40
1800/2000 90 30 0 30
1970/2000 98.5 32 4 40

Table4.1: Audio delay results (in ms).

It can be seen that the adaptive cushion algorithm results in improvement to both

gap size and delay compared to the standard mechanism used in other audio tools.

4.6 Conclusion

Audio quality in multimedia conferencing is impaired by packet loss and variable de-

lay in the network, and by lack of support for real-time applications in today’s general



4.6. Conclusion

Adaptation | Read % | Avggap | Gap o | Total gap
No cushion 34 43 14340
195/200 97.5 21 47 8760
970/1000 97 21 48 9010
1800/2000 90 22 48 9090
1970/2000 98.5 20 46 8520

Table 4.2: Audio gap results (in ms).

purpose workstations.

65

This chapter has presented an adaptive cushion algorithm that copeswith the prob-

lems presented to real-time audio conferencing applications by a general purpose oper-

ating system. The continuity of the audio signal isensured during scheduling anomalies

by using the buffering capabilities of the audio device driver. The agorithm aso re-

stricts the amount of audio in the output audio device buffer to minimise the end-to-end

delay of the conversation. Negligibleoverhead in processing power isincurred with the

adaptive cushion algorithm since a history of workstation load is built up incrementally

over time.

The results presented in this chapter show that there is a significant improvement

in both minimisation of delay and audio gap size to be obtained from using the adaptive

cushion algorithm.



Chapter 5

Lip Synchronisation for use over the

Internet: Analysisand Implementation

The transmission of multimediaover packet networks and the use of independent sys-
tems for audio and video, means that listeners often experience a time lag between a
remote user’s audible words, and the associated lip movements. The more quality de-
manding applications of multimedia conferencing, such as remote language teaching,
arelikely to require a greater degree of both lip synchronisation and good quality audio
in order to be effective [Watson and Sasse, 1996]. Lip synchronisation can be provided
by artificialy delaying either the audio or the video output, so that words and lip move-

ments are matched in time.

Causes for the different delays between capture and presentation experienced by
the audio and video streams arethe variable network propagation times (Chapter 2, Sec-
tion 2.1), and the different requirementsin processing at the transmitting and receiving
workstations. The network component of the difference could be removed by combin-
ing at the transmitter temporally related audio and video information in the same pack-
ets. However, the transmission of each media type as a separate stream adds signifi-
cant flexibility to the Mbone conferencing architecture. Different paths and resources
can be used within the network for each media, allowing preferential treatment for the
more critical information®. Demultiplexing of information at the receiver at the low-

est level possible by the operating system (UDP), improves processing efficiency, and

1The mrouted daemonm used for multicast routing, preferentially treats a certain UDP port range that

isusually used for audio streams in conferences.
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allows each mediato be handled by a specialised processing component.

Existing Mbone audio tools, such as vat [Jacobson and McCanne, 1992] and nevot
[Schulzrinne, 1995], and existing Mbone video tools, such as vic [McCanne and Ja-
cobson, 1995] and ivs [Turletti, 1994], do not provide support for lip synchronisation.
The Robust-Audio Tool, described in Chapter 3, together with a modified version of
vic [McCanne and Jacobson, 1995] provides the first implementation of lip synchroni-
sation over the Mbone. RAT and vic usethe proposed | ETF standard real -time protocol,
RTP [Schulzrinneet al., 1996], to provide the necessary functionality required for mul-
ticast voice and video communication. The lip synchronisation mechanism devel oped
for RAT uses the time-stamp information provided by RTP to identify the required ar-
tificial time-lag.

This chapter describes a lip synchronisation technique, which includes inter-
system communication. Implementation efficiency considerations heavily influenced
the design chosen, since the obvious method consumes far too much processing power
to make the system viable. The subjective analysis provides results which show that
the mechanism is good enough for all multimediaapplications requiring lip synchroni-
sation.

5.1 Background

Good quality packet audio systems must provide packet |oss protection and low end-to-
end delay [Hardman et al., 1995]. The requirement of low delay means that a packet
audio system must launch small packets frequently, rather than big packets less often
[Hardman et al., 1995]. Typica packet sizes used for audio over the Internet vary from
20to 80msin length.

Mbone video tools, such as vic [McCanne and Jacobson, 1995], typically provide
dow-scan video (2-10fps), rather than the broadcast rate (25fps), because of the po-
tentially large amounts of bandwidth consumed by video, especialy during multiway
communication. The processing time associated with video encoding isal so often grest,
leading to alarge delay between video grabbing and rendering. Video framesareusually
split into a number of packets for transmission.

The Mbone is a shared packet network [Casner, 1994]. Routers operate on a first-

in first-out basis and statistically multiplex traffic from different sources. The impact
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of thisbehaviour on real-timetrafficisto introducejitter to the inter-packet timing rela-
tionship, asecond order effect. Jitter must be removed from audio packet streams, since
it renders the speech unintelligible. A voice reconstruction buffer is used to artificially
add delay to the audio stream to smooth out the jitter (Figure 5.1). The mechanism is

adaptive, since jitter on the Mbone can vary significantly (see Chapter 2, Section 2.1).

Delay adaptation
:'ﬂ sampes S‘i]
[ Buffer | |
~o .t %
Playout delay

Figure 5.1: Playout delay adaptation to remove network jitter.

The artificially added delay in the reconstruction buffer is cal culated from the time
that packets take to traverse the network [Montgomery, 1983; Ramjee et al., 1994;
Jacobson, 1994]. A tradeoff exists between the amount of delay that isintroduced inthe
buffer and the percentage of |ate packetsthat are received in time [Montgomery, 1983].
Consequently, audio tools aim to receive 99.9 % of the packets, since the delay char-
acteristic show along tail for packets that are abnormally delayed [Schulzrinne, 1995;
Schulzrinne et al., 1996].

The effect of network delay jitter on video streams results in jerky rendering of
frames, a degradation which can be tolerated by users. Current video tools, such asvic
[McCanne and Jacobson, 1995], nv [Frederick, 1994], and ivs [Turletti, 1994], display
frames as soon asthey arereceived and decoded without any attempt to removethe net-

work induced artifacts.

5.2 Synchronisation of Audio and Video in a Packet
Networ k

The difference between the end-to-end delay of audio and that of video often varies
substantially, because of different processing and hardware manipulation times. Conse-

guently, in order to providelip synchronisation, one or other of the media streams must
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be delayed at the receiver. Subjective studies have shown that the two streams do not
have to be exactly matched, but that a skew of 80-100 msis below the limit of human
perception [Jardetzky et al., 1995; Escobar et al., 1991; Lamont et al., 1996].

The provision of synchronisation delay for the audio stream can be achieved sm-
ply by increasing that provided for voice reconstruction (Chapter 3 Section 3.1.4). In
contrast, video tools do not usually have a reconstruction buffer. Lip synchronisation,
however, requiresthat the timewhen avideo frameisrendered must be known or be ac-
curately estimable. Thisrequirement means that a reconstruction buffer must be added
to avideo system.

The end-to-end delay of video will be frequently longer than that incurred for au-
dio, but this is not aways the case. The end-to-end delay of audio must be tightly
bounded if interactivity isto be preserved, which meansthat co-ordination between the
systems must take place. Consequently, a means of inter-system communication must
be devised, so that the relevant stream can be delayed to match the other (Figure 5.2).

Delay adaptation

Audio agent | delay

Delay adaptation

Figure 5.2: Playout co-ordination to achieve synchronisation.

I nter-mediacommunicationisneeded in order to transfer the desired playout delays
between the audio and video applications. Co-ordination can befacilitated by using alo-
cal conference bus such as the Conference Control Channel Protocol devel oped at UCL
[Handley et al., 1995] or the LBL conference bus [McCanne and Jacobson, 1995]. Both
these architecturesemploy multicast |loopback facilitiesto provide communication. The

mechanism restricts the traffic to the local host by setting the time-to-live parameter of
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the multicast packets to zero.

5.3 System Design

Lip synchronisation requires the following functionality to be implemented in addition

to that normally provided by existing video and audio tools:
¢ Audio end-to-end delay measurement;
¢ Video end-to-end delay measurement;
¢ Video reconstruction buffering;

Co-ordination facilities;

Desired playout point calculation.

5.3.1 Audio End-to-End Delay M easurement

The end-to-end delay of audio on a per source basis can be easily measured, because
most of the functionality isrequired for the playout point calculation. The audio device
buffer (in the device driver) adds an extradelay component to thisfigure, but thisisalso

known by employing the buffer control techniques described in Chapter 4.

5.3.2 Video End-to-end Delay M easurement

The end-to-end delay in the video stream isthe delay from the instant the camera scans
aframe, to the time it appears on the remote screen. This delay is made up from the

following components (Figure 5.3):

¢ Timefor thevideo hardwareto grab aframeand it becoming availableto the user

application;

e Time for the transmitter to process and transmit the frame (This includes the en-

coding and packetisation delays);
¢ Network propagation time;

¢ Processing delay in receiving application (Thisincludes decoding and frameren-

dering);
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¢ Time between the receiver outputting the frame and it actually appearing on the

screen.
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Figure 5.3: Video stream delays.

Video frames are tagged using media specific time-stamps as they are received by
the user application from the video encoding hardware. Sincethe video systemisauser
processin amulti-tasking operating system, it isnot possible to get an accurate measure
for delays occurring outside the process (see § 5.3.5.2). The unknown delays are those
incurred before the frame data is available to the transmitter, and those incurred after
the frameis rendered.

The delay incurred before frames are available in the transmitter can be dealt with
by realising that frames are scanned by the camera at regular intervals. A low passfilter
can be used to smooth out the effect of any workstation scheduling jitter on the time
stamping process. The delay from the time a frame is output from the user application
tothetimewhenitisdisplayed onthe screenismoreof aproblem. Thisdelay isassumed
to be constant, which is true for light workstation loading, but less correct for heavier
loading.

The delay associated with the transmission of the frame across the network and
the extra delay needed to cope with network jitter is known if a video reconstruction
buffer isused in asimilar way to that recommended for audio, RTP [Schulzrinne et al .,
1996]. The time to decode and render aframe is likely to be variable, but can easily
be allowed for if the buffering to smooth network jitter isaccomplished after decoding.
The artificially added reconstruction delay in the buffer can be extended to include the

time taken by decoding and rendering.
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5.3.3 Video Reconstruction Buffering

A video reconstruction buffer is needed to smooth out the effects of network jitter, and to
ensure that video framesare displayed at regular predictableintervals. Thevideo buffer
can be designed in a similar way to that usually implemented in audio tools.

After decoding and rendering, frames can be placed in a playout buffer and dis-
played at a pre-calculated playout point. Figure 5.4 shows the sequence of operations
in this arrangement. Unfortunately due to the way in which video frames are decoded,
the design involves making two extra copies of arendered video frame, whichisavery

significant overhead in terms of processing power?.

Figure5.4: Video tool receiver with playout buffer before display stage.

In order to reduce the amount of processing time required, a novel architecture
was used, similar to that developed for RAT [Hardman et al., 1996]. The design po-
sitions the reconstruction buffer before video decoding has taken place, which elimi-
nates the need for the two extra copies of each video frame. The configuration can be
seen in Figure 5.5. The design assumes that the decoding and rendering of framesis
known in advance and can thus be incorporated in the playout delay calculation. Most
video encoding algorithms encode the differences between video frames® [H261, 1993;
JTC1/SC2/WG11, 1990], which means that frames from a period containing significant
changein theimagewill takelonger to encode and decode. Results from measurements

presented in Section 5.4.1 demonstrate that in a videoconferencing scenario, the decode

2Because only the difference between video frames is encoded in transmitted packets, theincremental
changes after decoding have to be applied to a shared buffer. If the decoded frame isto be stored in a
playout buffer, then the frame has to be copied once. The same buffer used in decoding is aso shared
with the X server of the workstation and after a frame is decoded a request for display is sent to the X
server without any further need for datatransfer. If aplayout buffer is used then the stored frames have
to be copied back to the X server shared memory before display thusrequiring a total of two copies of
the full uncompressed frame.

3Thisis certainly truefor al the encodings available in Mbone video tools.
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and render times vary only slowly with respect to time and can thus be predicted based
on past history. The time estimated for decoding and rendering is added to the playout

Receive Decode Display
Render
Buffer

Figure 5.5: Video tool receiver with playout buffer before decoding stage.

point.

5.34 MediaCo-ordination Facilities

RTP headers are used for the transmission of audio and video packets across the Mbone
(Figure 5.6). The header contains atime-stamp that is used to smooth out the effects of
network jitter. The time-stamp is media specific and different reference clocks are used
for audio and video. Audio usesitsown deviceinterfaceasaclock, sinceitisavailable,
and time-stamps are measured in audio samples [ Schulzrinne, 1996]. The format of the
time-stamps used for the video stream depends on the type of compression used. The
time-stamp used with H.261 encoding [H261, 1993] isbased on a90 kHz clock [Turletti
and Huitema, 1995].

0 1 2
01234567890123456789012345678901

V |P[X CcC M| Payload Type Sequence Number

V: Version

P: Padding

X: Extension
CC: CSRC count
M: Marker

Media Timestamp

Source I dentifier

Figure 5.6: Real-time transport protocol header.

Playout delay co-ordination between the audio and video processes needsto bein
a common format, and with a common reference clock. RTCP control messages (Fig-
ure 5.7 aretransmitted alongside each data stream, and provide individual mapping be-
tween the media and Network Time Protocol (NTP) time-stamps [Schulzrinne et al.,
1996; Mills, 1992]. The NTP time-stamps therefore give a common reference to the
transmitter workstation clock, which can be used to provide inter-stream synchronisa-

tion. Figure 5.8 shows the exchange of RTP and RTCP packets across the network and
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synchronisation information over alocal conference bus, between multiple conference

participants.

0

1

2

01234567890123456789012345678901

\Y

P

RC

PT=SR

Length

Source Identifier

NTP timestamp, most significant word

PT:

NTP timestamp, least significant word

Media Timestamp

Figure5.7: RTP control protocol (RTCP) packet.

Loca

Local

Local

Figure 5.8: Media agent communication.

V:Version
P: Padding
RC:

Reception
report count
Packet type

SR: Sender report

Asexplained earlier, the audio and video tools announce their required playout de-

lay over the conference bus. Delay co-ordinationisachieved by arranging for both tools

to enforce the larger of the two delay requests. An advantage of thismodel isthat it can

be easily extended to include other media. For example, a shared white-board tool could

participate in the protocol by announcing its own required playout delay without exist-

ing audio and video tools having to be modified.

The selection of the largest value of delay between the tools ensures lip synchro-

nisation, but this may compromise other quality of service factors such as the low de-

lay bounds required for audio conferencing interactivity. An enhanced scheme can be

envisaged, where each application announces an acceptable range of delays to a co-

ordinating agent, which then selects the delay to be enforced (Figure 5.9).
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Audio

Sync
Agent

Video

Figure 5.9: Media agent communication with co-ordination agent.

5.3.5 Further issues

There are a number of other considerations that must be taken into account when im-
plementing alip synchronisation mechanism: clock drift, and lack of real-time support

on general purpose operating systems.

5.3.5.1 Clock Drift

The stability of aclock is how well it can maintain a constant frequency and the accu-
racy how well its time compares with UTC. Drift of some degree occurs for all clocks
and ismeasured asthefirst derivative of frequency [Mills, 1995]. The playout adaption
algorithms in media tools allow for differences in clock drift between sender and re-
ceiver clocks, by adjusting the length of silence periodsfor audio, and interframetimes
for video. The interna timing facilities in audio and video are provided by different
reference points. Audio is clocked from the audio device interface, and video from
the workstation clock. Inter-system co-ordination is accomplished using media specific
time-stamps from these clocks transmitted in RTP mediapackets. Clock drift occursfor
both reference points, but can beallowed for, since the mapping of both audio and video
mediatimersto the transmitter workstation clock is periodically updated through RTCP

Session messages.

5.3.5.2 Lack of Real-Time Support

The heterogeneous range of platforms that are connected to the Internet and used for
multimedia conferencing are usually genera purpose computing facilities, such as
UNIX workstations or Windows 95 PCs. Such traditional time-sharing operating sys-

tems do not provide adequate support for real-time applications, such as audio and
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video [Faller, 1992]. Severa attempts have been made to modify the operating system
schedulers by increasing the number of preemption pointsin order to provide bounded
dispatch latency for applications [Hagsand and Sjodin, 1994; Khanna et al., 1992;
Mullender et al., 1994; Fisher, 1992]. However, as dynamic real-time scheduling is
NP hard [Stankovic et al., 1995], and these improvements are not available on most
Internet hosts, the UNIX round-robin scheduling approach with limited preemption is
likely to persist.

Without real-time support, event timing on the receiving workstation becomes|ess
accurate astheload on the receiving workstationincreases [Fall et al., 1995] making the
scheduled display of video framesless accurate. Thelack of real-time support in ahost
platform therefore can be expected to have a profound impact on the success of alip

synchronisation mechanism.

54 Implementation Assessment Results

The efficient design of the synchronisation mechanism described above relieson apre-
dictable decode and render timefor frameupdates. Results supporting thisare presented
first. The main results which follow assess the subjective performance of the lip syn-

chronisation implementation through a human perception experiment.

5.4.1 Video Decode and Render Times

Current video coding algorithmsin Mbone tool s encode the changes between one frame
and the next to provide high degrees of compression. In videoconferencing the video
image consists of a person moving in front of a fixed background. Thus the amount of
data that needs to be encoded between one frame and the next is the area of the person
that has moved. The following results show that it is reasonable to assume that video
decode and render times vary only dowly. Thefirst graph (Figure 5.10) shows the com-
bined decode and render times for a video sequence that contained movement through-
out. Thisexample was chosen as the worst-case scenario, since the differences between

frames are significant.

The decode and render times over 500 frames were collected using vic [McCanne
and Jacobson, 1995] on alightly loaded SUN Sparc 10 workstation, where H.261 was

used as the video encoding algorithm, and CIF sized frames were transmitted. The
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Figure 5.10: Decode and render timesfor H261 video frames.

frames extend over a period of 50s and contain movement over the whole period. It
can be seen that overall the decode and render timesvary over arange of about 100 ms,

but between frames by a much smaller amount.

Figure 5.11 shows the absolute values of the differences between the decode and
render times for consecutive frames. It can be seen that the differences extend over
20ms for the vast mgjority of frames. This result enables the system to predict how
long it will take to decode and render a frame to within a resolution of 20 ms based
on the time achieved for the previous frames. The information can be used to cor-
rectly schedule the presentation time of each frame. It is expected that the 20ms jit-
ter, associated with the frame presentation time, will produce skew that is still be-
yond the limits of human perception [Jardetzky et al., 1995; Escobar et al., 1991;
Lamont et al., 1996].

5.4.2 Subjective Performance Results

The subjective performance results show perceived level of synchronisation for differ-
ent frame rates, and for both synchronised and unsynchronised audio and video. The
material consisted of audio and video transmission of aspeaker counting. Eight subjects
assessed this material at rates of 2, 5, 6, 8 and 12fps. The performance was measured
using a5 point rating scale, where 5 is rated as synchronised, and 1 as unsynchronised.
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Figure 5.11: Change in decode and dither times between frames.

The experimentswere performed onapair of Sun SPARC 10 workstations, using H.261
video coding, and CIF sized frames.

The results, shown in Figure 5.12, indicate that audio and video is not perceived
as being synchronised for frame rates of less than 5fps. Thiswas expected as the inter-
frame gap for such low frame rates is far greater than the allowed skew between the
media, making it hard to provide a satisfactory result. For higher frame rates the graph
showsthat synchronisation wasachieved. Theresultsalso support the earlier conclusion
that thejitter associated with video frame presentation timesis bel ow the limit of human

perception.

5,5 Conclusion

This chapter has presented results from the first implementation of lip synchronisation
between audio and video over the Mbone. The technique uses RTP time-stampsto pro-
vide intra-stream synchronisation for video, and inter-stream synchronisation between
media. A novel efficient architecturefor video reconstruction was also implemented to
remove network jitter in frame presentation. Media co-ordination facilities were pro-
vided by the use of alocal conference bus.

Results were collected to measure the subjective performance of the lip synchro-

nisation implementation, and to test the validity of an assumption that was made in the
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Figure 5.12: Subjective assessment of synchronisation.
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design of the system. The results show that the efficient implementation isgood enough

to provide lip synchronisation for use over the Mbone.



Chapter 6

Networ k Adaptive Continuous-Media
Applications Through Self Organised

Transcoding

So far in this thesi's we have looked at the ways in which audio conferencing quality
is affected by the Internet environment and presented techniques that can be employed
by end-host applications to work around problems. Adaptive buffering techniques, to
smooth network delay jitter, and transmission of audio redundancy, are offered to coun-
teract the effects of the best effort network service. End-system problems caused by
the interaction with ageneral purpose operating system were tackled. The feasibility of

synchronised presentation of audio when combined with other mediawas demonstrated.

The above techniques are equally well applicable in atwo-way conversation and
inamulti-way conference. Thisisan achievement of the smplicity of the multicast ser-
vice model, that allows the application to transmit to an unknown receiver group using
the abstraction of amulticast address. Although this offers asingle handle for a poten-
tially widely distributed group, it hides the fact that under the currently available best
effort network service, dueto varying link capacity and load, receiversin the group are
going to experience different end-to-end del ay variations and packet lossrates. The net-
work scale and heterogeneity in avail able bandwidth complicate the design of network

adaptive real-time multipoint applications.

The UCL Robust-Audio Tool (RAT) (presented in Chapter 3) and Freephone de-
veloped at INRIA use forward error correction (FEC) techniques [Bolot et al., 1997]
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and successfully address the loss problem with minimal increase in stream delay. FEC
used, isin the form of highly compressed low quality audio, which is piggybacked on
normal audio packets. Thedecisiononthelevel of FECto useis made per source, based
on receiver loss reports, and istailored to cover for the average or highest requirements
of thereceiver group. Thisstrategy isonly good for agroup observing similar lossrates.
In a diverse group receivers observing low loss are forced to receive useless redundant
information, whereas receivers with very bad loss may not be covered.

The variable network loss rates and perceived quality in different areas of amuilti-
cast distribution tree are a result of different link bandwidth availability and link load.
The extent of thisproblemisbest illustrated by thework of Handley [Handley, 1997a] in
Figure6.1. The graph representsthe packet | oss rates experienced by different receivers
of apopular Mbone session over a period of the session. The loss measurements were
collected from RTCP receiver reports (Chapter 2, Section 2.3). Each line in the graph
isthe loss observed at a particular receiver. It isclear that although most receivers are

seeing low to moderate loss, there are a small number of sites suffering.

Loss Rates per Receiver (3 min running average), Shuttle Video, Tues 29th May 1996

Loss Rate (percent) Lossrate for each receiver ——

30 40
0 10 2 Receiver number

Figure 6.1: Loss rate against time for different receivers.

This indicates that a single stream addressed to the whole group cannot possibly
cover the needs of all receivers. Instead the data rate and amount of redundancy hasto
be customised and separately distributed to problematic areas. It has been shown that
sender driven schemes, that try to address the receiver heterogeneity problem, do not
scale to large groups. Any scheme that attempts to separately cover for the different
needs of problematic receiver subgroups has to be receiver driven to scale [McCanne

et al., 1996]. Subgroups of co-located receiversin a multicast delivery tree, suffering
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from similar problems, should co-ordinate their effortsin improving reception quality.
Furthermoretheir attempts should not affect reception for the remaining participantsin
the multicast session.

Strict low delay requirements of real-time data distribution preclude solutions us-
ing retransmissions to achieve required reliability. The dynamic nature of the Mbone
delivery and membership model does not allow for manually configured static schemes
that work around congested links.

The solution we present in this chapter uses a self-organisation scheme to form
groups out of co-located receivers with bad reception. A representative of the group is
responsible for locating a suitably positioned receiver with better reception that iswill-
ing to provide a customised transcoded version of the session stream. The transcoding
site thus provideslocal repair to the congestion problem of the group, with minimal in-
crease in stream delay. The datarate and redundancy level of the transcoded stream are
continuously modified to adapt to the bottleneck link characteristics, using reception
quality feedback from a member of the formed loss group. Network friendly conges-
tion control of thereal time multicast stream can thus be achieved.

Therest of this chapter is structured asfollows. Section 6.1 describes related work
on congestion control for multicast distribution and attempts to solve the group recep-
tion diversity problem. In Section 6.2 we describe our self-organised transcoding solu-
tionto theproblem. The proposed sol ution hasbeen implemented and eval uated through
simulation using the VINT network simulator [McCanne and others, 1997]. The simu-

lation results can be found in Section 6.3.

6.1 Background and Related Work

The current multimedia conferencing architecture over the Mbone / Internet, described

in Chapter 2, has the following characteristics:

¢ Conferencing applicationsusethe Real-time Transport Protocol (RTP) [Schulzrinne
et al., 1996; Schulzrinne, 1996] to transmit information over an unreliable best-

effort multipoint network.

o Receivers express interest in receiving traffic by tuning into a multicast address

and the network forwards traffic only along links with downstream recipients.
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¢ No knowledge of group membership or routing topology isavailable at the source

Or receivers.

The rest of this section discusses existing work and aternatives addressing the re-

liability issuesfor continuous mediastreamsin a heterogeneous multicast environment.

6.1.1 Layered Encoding

McCanne et al. [McCanne et al., 1996] combine a layered compression scheme with
alayered transmission scheme to address the network heterogeneity issue. The media
stream isencoded into anumber of layersthat can beincrementally combinedto provide
refined versions of varying quality of the encoded signal. Theindividual layersarethen
transmitted on separate multicast addresses. Receivers adapt to network conditions by
adjusting the number of levels they subscribe to, and thusimproving perceived quality,
by trading off average signal quality for packet loss (Figure 6.2). The application they
proposefor thisschemeismulticast video. For thispurposethey have devel oped avideo

codec that can compress a video frame providing very fine granularity layers.

------- Base layer
- - - Refinement

Figure 6.2: Example of layered encoding and transmission.

Although layered encoding is possible with audio, the transmission bandwidth
range is significantly more restricted in comparison to that available to video applica-
tions. Thisis definitely the case for sampled speech. There is none or very little im-
provement inintelligibility to be gained by sampling speech at full CD quality (44.1kHz
stereo sampling) rather than a single channel sampled at 16 kHz [Rabiner and Schafer,
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1978]. With music awider rangeis available, from CD quality to a highly compressed
low quality format.

Currently, available speech codecs do not render themselves naturally to layering.
Itis possible to modify a scheme to split up the resulting compressed block into anum-
ber of sub-blocksthat can be separately decoded to provideincreasing levels of quality.
However, to achieve the same quality that the original not split up version of the codec

provides, alarger number of bits per codeword is required [Sherif et al., 1993].

An additional requirement from a layered encoding scheme, in order for it to be
suitablefor usewith anetwork adaptation algorithm, isthat there must be an exponential
relationship between the bandwidth of different layers. Such an arrangement maximises
support for network bandwidth adaptation while keeping the routing overheads due to
the number of multicast groups used low. This requirement in combination with the

problemslisted above makes|ayered transmission unsuitablefor real-timeaudio steams.

Even with a video stream depending on the application there isatarget framerate
from which you cannot deviate. In video conferencing the entire range can be used,
from very dow scan video to the full potential of the camera, but when watching afilm

full framerate isrequired.

6.1.2 Simulcasting

With simulcasting a group of receivers can adapt to network conditions by having the
sender transmit anew parallel stream and customiseit to match their requirements. The
new stream can use a different compression scheme, to reduce the bandwidth required,
and employ some form of FEC to counter packet loss. This approachislikely to create
congestion on links that are close to the sender, as all smulcasted streams will have to

traverse them.

The bandwidth utilisation advantage of layered encoding over simulcasting isil-
lustrated in Figures 6.2 and 6.3. Dueto different bandwidth availability on links N1-N2
and N1-N3 groupsof receiversA and B requiredifferent streams. With smulcasting the
link between the source and N1 hasto carry both the full bandwidth stream for receiver
group B and alower bandwidth stream for group A. Using layered encoding and trans-
mission, the link between the source and N1 does not carry duplicate redundant infor-

mation. ldeally, the sumin bandwidth of both layerswill exactly cover therequirements
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of group B whereas the base layer will be customised for group A.

Figure 6.3: Example of simulcasting.

Simulcasting suffers from scalability problems because the sender isinvolved in
the adaptation.

6.1.3 Retransmission Based Reliability

Proposals exist for integrating reliable multicast schemes into audio and video appli-
cations so that missing packets can be recovered from neighbours with better reception
[Pejhanet al., 1996; Maxemchuk et al., 1997; Xu et al., 1997]. Thisisachieved by trad-
ing off quality for delay, as any reliable multicast protocol hasto request retransmission
and wait for the repair. Although this may be acceptable in a real-time lecturing sce-
nario, it becomesless useful withinteractivecommunication. An additional undesirable
side effect is that the operation of the reliable protocol creates extra control traffic.
Maxemchuk et al. [Maxemchuk et al., 1997] proposeahierarchy of retransmission
servers positioned around expensive or over utilised links. The servers operate a neg-
ative acknowledgement (NACK) based reliable protocol between them, and receivers
use asimilar scheme for requesting lost packets. Their proposal significantly improves
reception quality but requires manual configuration of the retransmission servers.
In[Xuetal., 1997], the authors describe the STORM protocol that devel ops parent
child relationships between participants of a multicast using an expanding ring search

technique. Parents are chosen according to loss statistics, so that they have a good
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chance of receiving packets their children are likely to request.

Streaming of stored data makeslittle sense unless browsing and selective playback
isarequirement. For totally non real-time scenarios, a normal transport protocol and
pre-fetch can be used to achieve perfect audio quality. TCP can be used in asingle user
scenario or amulticast congestion control protocol like RLC [Vicisano et al., 1998] for

multiple recipients.

6.1.4 Statically Configured Transcoders

In many situations where agroup of peoplewith limited network resources want to par-
ticipate in a high bandwidth multicast conference, the use of transcoders is employed.
A transcoder is an application that is placed at the far end of the low bandwidth link, to
down-convert a high bit rate stream, so that it can fit through the link (Chapter 3, Sec-
tion 3.3). Transcodersfor video can reduce the frame rate and image quality, and audio
transcoders can re-encode the audio signal using a higher compression scheme. A fea-
ture of audio transcoding is that it adds minimal delay to the signal when relaying it,
as it can be done on a per packet bases. Apart from changing the bandwidth require-
ments of a stream, a transcoder can aso introduce or remove forward error correction

information to counter packet loss.

Inamulticast scenario, atranscoder can be positioned onthe sender’send of aprob-
lematic link, to re-encode the stream to use lower bandwidth and add FEC information.
The resulting stream can be re-multicast to anew address. If al receivers beyond that
link tuneto receive the new customised stream, then there will be no bandwidth wasted,
astheoriginal stream will no longer traverse the problematiclink. Thissolutionisstatic

and has problems with the dynamic nature of Mbone multicast routing.

In [Pasquale et al., 1993], the authors propose the use of self-propagating filters
over a dissemination tree. Leaf nodes specify to the node above them filters that can
convert an incoming stream to match their requirements. When a non-leaf node has
multiple output links with similar filters, the filter is propagated to a node higher up the
tree. Thisscheme can achieve optimal network utilisation with minimal processing, but
requires full knowledge of the distribution tree topology and processing capabilities at

each node.
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6.2 Sef Organised Transcoding

By combining the smulcasting, local repair and transcoding schemes we have devel -
oped a solution that does not suffer from the above problems. What is needed, isa con-
trol scheme that automatically configures transcoders within the multicast tree to sup-
port branches with bad reception.

When a group of receivers detect loss, caused by a congested link, an upstream
receiver with better reception at the far end of the bottleneck link affecting the group,
needs to act as a transcoder and provide a customised version of the stream. This new
stream will be multicast to a different address, to which receiversaffected by the bottle-
neck need to switch. To achieve thisin a scalable way, the suffering receivers need to
elect arepresentative, which will attempt to |ocate an upstream receiver willing to serve

them and co-ordinate the transcoding process (Figure 6.4).

Figure 6.4: Transcoder requester and provider configuration around a congested
link.

|deally there should be no links carrying more than one of the transcoded streams
(including the original encoded stream). To achieve thisthe following conditions must
hold:

e Thetranscoder servicing asub-tree should be as closely located to the sub-tree as
possible. The preferable location is at the end of the bottleneck link closer to the

source.
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e A group of receiversbehind abottleneck link hasto be co-ordinated inits actions.
All the receivers responding to congestion have to switch to a new transcoded

stream at the sametime.

To avoid the need of processing capabilities at nodes of the tree that do not have
any receivers, we co-locate the transcoders with active receivers and allow the users
mediatool to execute our protocol. Although this makes our proposal applicable onthe
currently available network infrastructure, it results in sub-optimal transcoder configu-
rations. In the example of Figure 6.4 the ideal placement for the transcoder would be
on the network node above the requesting site. The current placement of the transcoder
results in wasted resources for the transcoded stream out of the transcoding site. If the
transcoding site was connected to the network through a shared medium link, like an
ethernet, then both the incoming and outgoing stream would have to traverse the same

link possibly causing congestion.

6.2.1 Transcoding Provider Selection

When areceiver detects packet |oss, it schedulesatranscoder request message. Toavoid
multiplereceiversthat see the sameloss simultaneously sending arequest and overload-
ing the network, requests are multicast and sending them is delayed by atime, propor-
tional to the distance of the requester from the stream source plus an additional small
randominterval. If areceiver seesarequest whileit has one scheduled, then the request
is cancelled.

The request includes a description of the loss patterns observed. Receivers of the
request that have better reception from the requester can offer to provide a transcoded
stream. Thisisachieved in a similar manner to the request. The response message is
scheduled to be multicast after an amount of time proportional to their distance from
the requester plus a small random interval. The response message contains a descrip-
tion of the loss experienced by the offering receiver and its distance from the requester.
On reception of the offer, other receiversthat have offers scheduled suppresstheir mes-
sages, unless they can provide a better service.

The quality of servicethat a site offering a transcoded stream can provide, is cal-
culated as a function of the difference in loss rates observed by the requester and the

offering site, and the distance between the two. The quality is better for larger lossrate
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differences and smaller distances.

After ashort timeout period, long enough for the offers from potential transcoders
to arrive, the requesting receiver multicasts atranscoding initiation message. This mes-
sage serves two purposes. It notifies the offering receivers of who is going to provide
the transcoded stream and instructs all other membersin theloss group to switch to the

new stream.

As control messages are sent to the whole receiver group, while atranscoding ne-

gotiation isin progress, control messages from other receivers are suppressed.

6.2.1.1 Receaiver Distance Calculation

The timer based-scheme described above is similar to that used in the SRM [Floyd et
al., 1997] reliable multicast protocol for retransmission requests and repairs. In SRM
round-trip times (RTT) are used as distances between receivers and are calculated from
timestampsin session messages. Reporting receiversincludetimestampsreceived from
other receiversplustheamount of time el apsed between receiving the stamp and sending
the report. Round-trip time estimates can thus be obtained. RTP uses the same scheme
with timestamps in RTCP messages just for sources, so that they can calculatethe RTT
to receivers. The SRM extension to obtain distance estimates between all the receivers
does not scale for large sessions, since every pair of receivers has to exchange at |least
three messages. Puneet et a [Sharmaet al., 1998] have developed a hierarchica self-
organising scheme, that el ectstop level receiversfor different regionsof thedistribution
tree, which represent their region in distance calculation estimates. This scheme signif-
icantly improves the scalability of RTT calculation in SRM.

The requirement for background session messages to build distanceinformationis
removed, if receivers use NTP [Mills, 1996] and have synchronised clocks. Although
the level of deployment of NTP on current Mbone hosts is not very good, thereis no
reason why it should not be in use. With synchronised clocks a distance estimate can
be obtained from a single timestamped message. A receiver of arequest or an offer can
cal culate the distance from the sender by subtracting the timestamp in the message from
the current time. This estimate may not be very accurate for the reverse distance from
the receiver to the sender, as pathsin the Internet are not aways symmetric, but for our

purposes it is good enough.
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6.2.1.2 Multiple Offer Resolution

Depending on how the delay timers are set it is likely that the requester will receive
morethan one offer. Some of these may even not have originated from another receiver
further up the delivery tree from the source, but by areceiver on a side branch with a
better link to the requester. A control protocol can be used in such cases to measure the

performance of different links and decide on which one to use.

6.2.2 Receiver Group Control

In order to reduce the amount of traffic flowing through bottleneck links when a
transcoded stream is initiated, all receivers behind that link should stop receiving
the origina stream. The transcoding initiation message provides the synchronisation
needed to co-ordinate the switching action. Receivers of the initiation message decide
individually whether they belong to the group, and accordingly switch to receiving the
new stream or continue without change.

The decision on whether areceiver bel ongs to the same loss group as the requester
is based on correlated loss information between the two. The main principle behind
this, isthat receiversbehind the same congested link will miss the same packets and see
smilar loss patterns.

The current Mbone media tools implementing the RTP protocol provide periodic
loss measurements in RTCP receiver reports. These reports are multicast so that al re-
ceivers see reports from other receivers. By correlating the variations in 1oss between
what is reported and what is observed locally, some grouping information can be de-
rived. The problem with RTCP reportsis that they become very infrequent, as the size
of the receiver group grows, to maintain the amount of bandwidth used by control traffic
small. Furthermorethe period of time over which the lossisreported is not obvious. A
guess at thereporting interval can be made, asthelast correctly received packet isgiven
in the report. By monitoring the frequency of reportsfrom each receiver, we can figure
out the period over which the report is referring to. The estimation process is compli-
cated by lost report messages. To perform the correlation theloss observed locally over
the same period has to be calculated. To achieve this, a history of arrival timestamps
and sequence numbers of correctly received packets has to be maintained. The history

has to be long enough to cover the maximum possible reportinginterval. Apart fromthe
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excessive amount of storage this method requires, the results produced cannot be very
accurate.

The need for background control messagesto exchangelocality information can be
removed, by including a description of the loss pattern observed by the requester in the
transcoding initiation message. The loss description can be in the form of a bitmask,
representing which of the last transmitted packets were received and which not. The
sequence number of the last packet in the bitmask can also beincluded. Other receivers
can use the information in the bitmap, to correlate the loss and decide if they belong
to the group or not. This alleviates the problem of infrequent RTCP reportsin large
Sessions, as even receiversthat have not had a chance to send areport will know if they
belong to the group.

To perform the correlation each receiver must maintain a history of received pack-
ets. The size of the state can be as little as one bit per packet as all we are interested in
is whether a packet was received or not. The length of the history does not have to be
much longer than the length of the loss bitmaps as the loss datain areceived initiation
message will always be recent.

A received bitmap can be compared with the local 1og to provide aloss proximity
measure. Packets that are lost in both sites, increase the likelihood that the receivers
are located close to each other. Packets |ost at one receiver but not at the other reduce
the likelihood. The accuracy of the result can be improved by increasing the size of
the bitmap at the expense of larger control messages. An optimisation would be to use
a Huffman encoding for the bitmap. This way information about more packets can be
packed in the same space in the message. The encoding method used can vary and be
optimised for different loss rates.

The bitmap control scheme requires less state and processing and provides much

more accurate results to the RTCP loss variation correl ation.

6.2.2.1 LossBitmap Comparison

As the result of the loss bitmap comparison determines the stability of Self Organised
Transcoding (SOT), it is crucia to minimise decision errors. Errors can have two out-

comes:

e A receiver can decide to join a group it doesn’'t belong in, thus pulling the
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transcoded stream to some remote network location.

e A receiver that should join the transcoded group, does not do so, and the original

data stream continues to flow down the bottleneck link.

Thus the decision process has to be as precise as possible and cannot be either over op-
timistic or under optimigtic.

SOT usesthree summary measures when comparing theloss bitmaps from two dif-
ferent receivers. These measures are the number of packetslost in common, the number
of packets lost at one receiver but not the other and the overall loss rate. The overall
lossrate is calculated as the average between the rates at the two sites, asit is assumed
that in order for two bitmaps to match the two rates have to be similar.

In order for the comparison to be useful, some information has to exist in the
bitmaps. A pattern full of losses is not useful, asit will be the result of a broken link.
Two such patterns although identical could be the results of two different broken links.
The same holds for apattern full of received packets. In contrast, we can be amost cer-
tain that two identical bitmaps with a number of transitions between lost and received

packets are the result of the same problematic link.

Figure 6.5: Receivers with dightly different loss affected by the same main bot-

tleneck.

In some cases, it may be desirable to accept asmall number of not common losses,

in order to form groups of receivers that are affected by a common major bottleneck
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but aso have smaller problems of their own. An example can be seen in Figure 6.5.
Receiver X can be grouped together with Y and have a single stream provided by Z.
The stream can be customised to cover for the additional low loss on the link to X at
the expense of having thelink to Y dightly under-utilised. The alternative configura-
tion would be to have Z transcode a stream for Y and then Y transcode a stream for X.
There is atrade-off between the amount of separate |osses that we should allow in the

comparison to achieve such configurations and the probability of error in the decision.

6.2.3 Congestion Control

The transcoder initiation protocol results in a natural pairing between requester and
transcoding provider on either side of abottleneck link (Figure6.4). Thisprovidesaso-
lution to the scaling problem of multicast congestion control. The original requester can
represent thereceiver group, and provide the feedback needed to the transcoder provider
to adapt to the available bandwidth of the bottleneck. This can be achieved on similar
time-scalesto TCP congestion control, thus resulting in fair sharing of the network with
non-multicast traffic. A possible design of a congestion control algorithm for real-time
streams and results from simulation are presented in Sections 6.3.2 and 6.3.5 respec-

tively.

6.2.4 Membership Changes

The above discussion does not address start and end time issues. Receivers may join
and leave at different times during a conference. When new receivers join they have
to find out if their branch of the network is being serviced by a transcoder or the real
source, and which address they should join to receive the traffic.

To achieve this anew receiver hasto be able to probe existing receiversin its net-
work neighbourhood in a scalable manner. With currently deployed multicast distribu-
tion protocols, this can be achieved through the use of atimeto live (TTL) based ex-
panding ring search (ERS) algorithm. Theideaisthat the TTL field of the IPheader can
be used to limit the lifetime of multicast packets and restrict their distribution to alocal
part of the network. Using larger TTL values allows packets to live longer and reach
further. A new receiver can send query messages to acontrol group, starting with alow
TTL, and increasing until it receives aresponse.

Unfortunately increasing the TTL over the threshold necessary for the query pack-
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Figure 6.6: Number of hosts running sdr reachable for different TTL.

ets to live beyond some router, means that a whole new part of the network is reached
and not a single potentia responder. Figure 6.6 shows the number of hosts listening to
the SDR [Handley, 1996] session announcement multicast address reachable from UCL
forincreasing TTL values. The measurements were collected in September 1997 using
the multicast ping mechanism. Because the use of ping on multicast addresses causes
an implosion of responses resulting in lost messages, the valuesin the graph are lower
than thereal ones, especialy for larger TTL vaues. The graph clearly showsthat asthe

TTL exceeds various thresholds, large groups of receivers become reachable.

1,011,012 ]0]0 Sender key and mask

@ ok &

1/,0,1|1,0}0|1 0 Matching receiver

1/,0,1}01 1|00 Not matching receiver

Figure 6.7: Using adiding key to probe receiver group.

To avoid an implosion of responses to a query message that suddenly reaches a
large number of receivers, an additional mechanism is required to restrict the number
of potential responders. A diding key probing mechanism (introduced in [Bolot et al.,
1994]) can be employed. This operates by having the query sender and receivers each

choose arandom key. The sender’s key isincluded in the request, and only receivers
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with amatching key are allowed to respond. The number of matching keys can be con-
trolled through the use of a mask, that specifies the number of significant bits in the
key that have to match (Figure 6.7). Thus the number of responses to arequest can be
controlled, by selecting an initial mask length, and then re-sending the request with a

reduced mask size until aresponse is received.

An additional problem with the locality achieved through TTL scoped ring
searches, is that they cannot be constrained to work along the distribution tree from
a given source. That would be desirable behaviour, as we would be able to constrain
configuration of transcoding groups aong the origina source distribution tree, and
have more predictable behaviour from our protocol. The use of subcasting, which has
recently been proposed as a modification to multicast to support reliable multicast ap-
plications, can provide this functionality [Papadopoulos et al., 1998].

Receivers quitting the session are not a problem except in the cases of the requester
or the last member of the group leaving. By having the requester periodically multicast
alive messages after group formation to the formed group, other members can detect
when therequester hasleft. The messages are sent on a separate control address, to pre-
vent distribution to other session participants. On detection of departure, the remaining
group members schedule a message to take over the role of the requester. The trans-
mission is delayed proportionally to the distance from the transcoder, so as to achieve
election of the member closest to the bottleneck link. A transcoder can detect the depar-
ture of the last member of the group and stop transmission, by the cease of congestion
feedback information.

6.2.5 Topology Changes

Link and router outages athough not very frequent are quite common in the Internet /
Mbone [Paxson, 1997]. As aresult of an outage the multicast routing to some mem-
bers of a session being serviced by atranscoder may change, resulting in anon-optimal
or even problematic configuration (Figure 6.8). To recover from such situations, SOT
needs to periodically repeat theinitiation protocol. Thetask of doing thiscan be left up
to the original requester.

The resolution of congestion problemsthat initially caused group formation, or the

appearance of anew bottleneck splitting an existing group in half, also affect group dy-
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Figure 6.8: Possible effect of atopology change on atranscoder setup (before and
after).

namics. Thefirst effect can be addressed by having the transcoder dissolve agroup that
has been following the transmission rate of the original sender for some period of time.
Theintroduction of anew bottleneck will cause some members of the loss group to ob-
serve different loss patterns to those of the requester. By introducing a loss bitmap in
the alive messages sent by the requester, this can be detected and the aff ected members

can rerun the initiation protocol.

6.2.6 Multicast Address Allocation

Multicast distributiontreesvary for different sourcesin asession, so SOT adaptation has
to be per source. With currently deployed multicast protocolsthereisno way areceiver
can express interest in a particular source. Instead subscription is per group and every
sender sending to this group is received. For SOT to work in this environment, each
sending participant has to use a separate multicast address to transmit data. In addition,
each new transcoder instantiation has to transmit on a new unused address. In sessions
with alarge number of participantsthis can be aproblem. Typically very large sessions
are lecture based where only afew participants transmit data and the majority are only

spectators, which somewhat alleviates the problem.

The real solution to this problem is the deployment of the Internet Group Manage-
ment Protocol version 3 (IGMPv3) [Cain et al., 1997] whichiscurrently under devel op-
ment by the [ETF IDMR working group. | GMPv3 supportsexpression of interestin par-
ticular sources for each multicast address joined. This reduces the number of multicast

addresses required by SOT to the maximum number of transcoded streams forwarded



6.3. Simulation 97

by any node.

6.3 Simulation

As part of the development of some of the ideas in SOT, and in order to evaluate its
performance, we implemented the protocol in version 2.1 of the VINT network sm-
ulator ns [McCanne and others, 1997]. Nsis an event driven packet-level smulator.
Within ns there are several multicast protocol implementations. We chose to use the
dense mode (DM) version, asit behaves similarly to what is currently available on the
Mbone. We extended the implementation by adding source-specific group membership
control, whichisexpected to beavailable on the Mbone with the deployment of IGMPv3
[Cain et al., 1997]. The Self Organised Transcoding protocol was implemented as an
extension to nsusing C++ and otcl. The protocol implementation and simul ation scripts

are available upon request from the authors.
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Figure 6.9: Transcoding initiation state transition diagram (requester).
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Figure 6.10: Transcoding initiation state transition diagram (transcoding offer).
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6.3.1 SOT Implementation

This section describes the design of the SOT transcoder initiation implementationin ns.

In the initiation stage SOT uses the following three messages:

request: Sent by thelossgroup representativeto locate possibletranscoders. Thismes-
sage identifiesthe requester and includes the observed loss rate, so that siteswill-
ing to offer atranscoded stream can compare their reception and respond only if
it is better.

response: Sent by receivers that have received arequest, have better reception to the
requester and are willing to provide a stream. The locally observed loss rate is
included, so that the requester can select the best transcoder if multiple offersare

received.

command: After responses have been collected by arequester, atranscoder isselected,
and thismessage sent toinstruct the transcoder to initiatethe new stream and other
loss group members to switch streams. The message includes a loss bitmap for

other receiversto compare against and decide if they belong to the group or not.

In addition to receiving the above messages there are two more events that can oc-
cur during protocol operation. Thefirstisalossreport that istriggered by the reception

of adata packet. The second is atimeout from the internal protocol timer.

sp

|
timeout |

|
\j

'

Idle Pending

Figure 6.11: Transcoding initiation state transition diagram (loss group member).

These events cause each member of a SOT session to be in one of the following
states:

Idle Thisistheinitia state.
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Schedulerequest: Inorderto locate atranscoder after |oss has been reported arequest
message has to be sent. To avoid message implosion, these messages are ran-
domly delayed, as described earlier in Section 6.2. A timeout event is scheduled

and the receiver waits in this state before sending the request.

Wait for response: After arequest has been sent, arequester waitsin this state for of -
fersfrom transcoders. A timer is set to retransmit the request if no responses are
received for a predefined period of time. If at the expiration of the timer an of-
fer has been received, a command message is sent out, to initiate the transcoded

stream and instruct other receiversin the loss group to receive it.

Scheduleresponse: A sitewillingto offer itsservicesas atranscoder waitsin thisstate
for atimeout before sending aresponse. Reception of a better offer from another

transcoder before the timeout, cancels the scheduled response.

Pending: As SOT messages are multicast to the entire receiver group, in order to re-
duce the amount of bandwidth consumed at any instant the messages have to be
spread out in time. To thisend, an attempt to have only onerequest in progressis
made. Thisisachieved by having al other traffic cancelled and the senders back
off, when a setup with aworse loss problem is seen to be in progress. Backing
off isimplemented by waiting in this state for a timeout that returnsthe receiver
to theidle state.

The transition diagrams for the states and events listed above are shown in Fig-
ures 6.9, 6.10 and 6.11 for the requester, the site offering to transcode and a loss group

member respectively.

6.3.2 Congestion Control Implementation

After theinitiation stage is complete, the requester provides feedback to the transcoder
concerning the bottleneck behaviour. The information consists of loss/ no loss signals.
The transcoder uses this information to adapt the bandwidth of the transcoded stream.
Although the adaptation algorithm is independent from the operation of SOT, we im-
plemented a simple version for the purposes of our smulations. The implemented a-
gorithm tries to behave in a manner similar to the congestion control algorithmin TCP
[Stevens, 1997], by halving the stream bandwidth when loss is detected, and linearly
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increasing the bandwidth when no loss is signalled. When transcoders start, theinitial
bandwidth of the transcoded stream is set to avery low rate thus performing the equiv-
aent of aslow start.

Bandwidth selection is achieved by varying the transcoded packet size. Thisisthe
behaviour that would be expected by an audio transcoder, when selecting adifferent en-
coding scheme for the outgoing stream. The number and frequency of outgoing packets
isthesame asthat of incoming ones. Thisistrueof most transcoding techniques, aseach
packet correspondsto a specific timeinterval. In video transcoding there are two differ-
ent optionsto control thetransmission rate. The ssimplest solution isto reducetheframe
rate which will result in asmaller number of packets. A better approach isto reducethe
quality of the encoded image, resulting in the same number of smaller packets. Codecs
available in current Mbone tools support image quality selection.

When stream bandwidth is increased in response to a period with no loss, we are
performing an experiment to see if the bottleneck can accommodate some additional
traffic. If thelink isfull thiswill result in congestion and some packetswill be dropped.
To avoid degradation in perceived quality dueto theloss, the additional bandwidth can
be used to carry FEC redundant information [Bolot et al., 1997] for ashort period after
the bandwidth increase. The switch to a higher quality encoding without redundancy

can be postponed until we feel that the link can take the new traffic.

6.3.3 Simulation Metricsand Parameters
SOT was simulated on anumber of simple network topol ogies, which were designed to
include specific problematic configurations (Figure 6.12), and on larger random topol o-

gies that were created with the assistance of topology generators (Figure 6.13).

Figure 6.12: SOT simulation on specific problem topologies.

Tests included sparse and dense topol ogies, bottlenecks in series and introduction

of additional non-real-time TCP flows during SOT sessions. In all situations the sim-
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Figure 6.13: SOT smulation on randomly created topologies.

ulations performed as expected forming groups and setting up transcoders around the
problem links.

In the rest of this section ssimulation results evaluating the performance of SOT
and the congestion control algorithm are presented. The experiments performed were
designed to measure the time-scales over which SOT reacts to a congestion problem,
the amount of extrabandwidth used by SOT control messages and the level of network
friendliness achieved by the congestion control algorithm.

In al the simulations packets are sent with afrequency of 50 pps (20 msduration),
simulating an audio source!. Transcoded packet sizes start from 32 bytes, and are in-
creased in steps of 32 bytes up to the incoming stream bandwidth. Although the num-
ber of available coding agorithmsis limited, and hence the number of possible packet
sizes, with the combination of redundant information all the sizes used in the smula-
tion should be possiblein area audio tool. For video transcoding things are smpler as

image quality selection provides afuller transmission range.

6.3.4 Transcoder Initiation Evaluation

The main goal of the transcoding initiation algorithm is to quickly respond to a conges-
tion problem by setting up a transcoder. The experiments performed aim at measuring

the amount of control traffic introduced to the network during initiation, and the delay

1The simulation in this chapter is tailored for multicast audio however the proposed scheme can be

applied equally well to other types of real-time multicast streams including video.
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between detecting a problem and completing initiation.

As transcoder request messages are also used to suppress further requests from
other members of a loss group, only one request can be in progress at any one time.
In the smulations we resolve conflicts by giving priority to the request reporting the
highest loss. Back-off of competing request groups, is achieved by introducing aran-
dom delay in the message that instructs other receivers how long they should wait be-
foreretrying. Thisresolvesarequest synchronisation problem and reduces convergence

time.

Figure 6.14: SOT simulation on session with 10 bottlenecks.

To measure the back-off algorithm performance, we used sessions with varying
number of bottlenecks. The designed network topology is shown in Figure 6.14. The
session source is positioned in the centre of a star topology. Each branch contains two
receivers connected in series. The connection from the sender to the first receiver is
a high bandwidth link (0.5Mb/s) with delay varying between 20ms and 40ms. The
connection between thefirst and second receiver isalower bandwidth link (150 Kb/sto
200 Kb/s) with longer delay varying between 50 msand 100 ms. The session bandwidth
is set at 256 Kb/s and as a result transcoders need to be set up on all branches between
the first and second receivers.

The experiment was repeated with scale varying from one to ten branches. The

number of messages that were sent during initiation over the number of transcoders
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Figure 6.15: Number of SOT control messages sent during transcoder initiationfor

different scale ssmulations.

that were set up is shown in Figure 6.15 for different session sizes. The messages per

transcoder isroughly constant, showing that the back-off mechanism does not get stuck

in loops as aresult of request conflicts.

Simulation scale

Figure 6.16: Transcoder initiation times for different scale simulations.
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In al the ssimulations the source starts sending RTP packets at time 1.5s and the

first packets are dropped when the queuesfill up somewhere around time2s. From then

on the transcoder initiation process begins. Figure 6.16 shows the completion timesfor

theindividual transcoder initiations for each smulation. It can be seen that transcoders

are set up more densely at the beginning of the smulation, and then initiations reach a

steadier rate. Theinitial concentration can be attributed to control packet loss. Thelinks

are very congested before the transcoders start and as aresult request messages may not

reach other requesters behind different bottleneck links, thusallowing morethan oneini-
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tiation to progressin parallel. Asthe simulation progresses and congestion relaxes, the
back-off a gorithm works better and reduces conflicts by spreading out initiation times.

A reduction of initiation times can be achieved by removing the back-off algo-
rithm and allowing multiple initiations to take place simultaneously. To ensure that
other members of the same loss group are till suppressed when one member sends a
reguest, aloss bitmap has to be included in the message. Recelvers of the request can
then decideif it refersto their loss problem or not. The problem with allowing simulta-
neousinitiations, isuse of excessive bandwidth with control messages at any time. This

isaleviated by the following factors:
¢ Very few messages need to be exchanged during initiation.

e Itisnot important if control packets get lost and do not reach the rest of the net,

asinitiations should be localised close to the problem.

e The number of initiations is proportional to the number of bottlenecks and not
session size, although they may have a close relation depending on geographical

coverage.

Persistent Responses: Transcoder response messages serve two purposes. They sup-
press additional offers and double as a response to the requester. In order to reach the
reguester, the response has to pass through a congested link. To improve the chances of
reaching the requester, the offering site can follow the multicast response with a small
number of unicast copies of the message addressed to the requester. These should be

gpaced in time by asmall random interval.

Initiation Congestion Reduction: When a new transcoder starts two new congestion
problems can arise. Prunesfrom thereceivers of the new transcoded group for the orig-
inal datataketimeto beforwarded to thetranscoding site. Hencethe original group will
still be forwarded for some time causing more congestion on the problematic link. This
can be partially avoided by starting the transcoder at very low bandwidth (like a slow-
start). The second problem is that receivers of the original group that are not interested
in the new multicast traffic need time to pruneit. In the meantime the additional traffic
may cause problemsin previously non-congested links. The dow-start will help here

aswell. An additional measure can be to have transcoding offersfollowed by asingle
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packet inthe intended new group. Inthisway receiversthat arenot interested in the new

traffic can have a head start with pruning.

6.3.5 Congestion Control Algorithm Perfor mance

In order to measure the performance of the congestion control algorithm, two differ-
ent experiments were performed. In the first experiment ten SOT sessions are created
that share the same bottleneck link. This arrangement is shown in the topology of Fig-
ure 6.17. Each session contains two members, the sender and one receiver. All senders
are positioned on nodes on one side of the bottleneck link and all receivers onthe other.
The bandwidth of all sessionsisset at 256 Kb/s. The available bandwidth on the bottle-
neck link is set at 1 Mb. The aim of the experiment is to show that transcoders are set

up, and that they fairly share the bandwidth of the bottleneck link.

5 © s

/' ©
|5

Figure6.17: Multiple SOT sessions sharing a bottleneck.

Figure 6.18 shows the packet size variation for each of the transcoders during the
smulation. Thereis considerable variation, due to the adaptation process of slowly in-
creasing and then halving the bandwidth, but al the sessions oscillate around roughly
the same packet size. Thisis better illustrated in Figure 6.19, which shows the average
packet size and the standard variation during adaptation for each of the transcoders.

The percentage of simulation time that the transcoders spend sending each packet
size can be seen in Figure 6.20. Thisgraph iscumulativefor al ten sessions. Although
during the adaptation some extremesmall and large packet sizes arereached, for most of

the smulation asmall number of packet sizes are used which are close to the optimum.
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Figure 6.18: Packet size variation for each transcoder during adaptation.
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Figure 6.19: Average and standard deviation of packet size for each transcoder.

The cycle of variation between packet sizeswill require switching between differ-
ent codecs and levels of redundancy. Care needsto be taken in order to limit the impact
of thisvariation on the user. With audio the changes will be very hard to perceive ex-
cept for the cases wherereally low bandwidth codecs (like L PC) are used. However the
amount of time spent by the adaptation algorithm in packet sizes requiring such codecs
will be very small (afew packets). Perception experiments carried out at UCL have
eva uated theimpact of mixing small intervalsof L PC synthetic speech with toll-quality
speech for the purposes of audio redundancy [Hardman et al., 1995]. Results show that
for small intervals (around 40ms) intelligibility of speech does not deteriorate whereas

for intervals larger than 80msthereis a dight deterioration.

The second experiment shows fair sharing of the bottleneck bandwidth with TCP.

The same topology was used and the bottleneck link shared between four SOT and
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the transcoders.

four TCP sessions. The default ns drop-tail queueing strategy was used on the bottle-
neck link. Using this strategy, the queue capacity is measured in number of packets
and packet size makes no difference. Figure 6.21 shows the total bottleneck bandwidth
used by SOT and TCP for each second of the simulation after the SOT transcoders have
started. The two curves are very evenly matched. Jain’sindex [Jain et al., 1984] with
each individual flow as auser gives 99.5 % fairness.

By modifying the smulation to use drop-tail queues that take into account packet
size and have limited buffer space, the fairness drops to 96.8% The reason for the
changeisthat SOT packets are smaller than TCP packetsand hence have abetter chance

of fitting in afull queue.
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Figure 6.21: Bandwidth use of 4 SOT and 4 TCP sessions sharing a bottleneck
link.
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6.4 Conclusions

This chapter has presented a solution to the problem of multicast congestion control for
real-time streams. The proposed scheme uses self-organisation to form groups out of
co-located receivers with bad reception, and provides local repair through the use of
transcoders. The receiver driven nature of the protocol ensures high scalability and ap-
plicability to large Mbone sessions. An evauation of the proposed scheme has been
conducted through simulation. The results are encouraging as they show that the proto-
col isviable.

The simple congestion control implementation indicates that fair sharing of bottle-
neck links between real-time multicast traffic and traditional unicast trafficis possible.
The simulation shows that adaptation is possible even with the limited bandwidth of au-
dio communication. The significantly broader range available with video can provide

additional freedom to the adaptation algorithm.



Chapter 7

Outlook and Conclusions

Audio communication over the Internet is a new promising technology with rapid
growth. Applications have evolved from web based audio file downloads, to stream-
ing of prerecorded sessions and lately to interactive telephony. With the incorporation
of cheap multimediahardware on commonly available networked computers, thistech-

nology has become accessible to a critical mass of users.

The deployment of the M bone and multi cast audio can now allow groupsof usersto
participatein real-time, multi-way audio conferences, supporting communicationwhich
goes beyond the possibilities of telephony or broadcast technology. When combined
with video and shared workspace applications, Mbone based collaboration environ-

ments can be tailored to support the requirements of many distributed user groups.

The use however of an environment which was designed for adifferent class of ap-
plicationsdoes not comefor free. The best-effort transmission serviceavailable over the
Internet and the general purpose multitasking operating systemsrunning in end-systems
degrade the quality of real-time communication. Whilevideo and shared dataare essen-
tial to many distributed tasks, sufficient quality audioisanecessary condition for amost

any successful real-time interaction.

This thesis has presented design techniques for the media applications running in
end-systemsthat counteract the problemsposed by the I nternet environment to real -time
audio communication. The proposed solutions, which are summarised below, aim at
optimising the user perceived quality of the audio conferencefor agiven set of network
and host resources available. An additional target to improved media presentation, is

the smooth integration of this new service into the Internet / Mbone.
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Packet lossrobust audiotool. The effect of network packet loss on audio quality is
currently the biggest obstacleto realisation of thefull potential of multimediacon-
ferencing over the Mbone. In Chapter 3 we have presented a new robust-audio
tool (RAT), whichincorporatesaredundancy mechanism to counteract the effects
of packet loss. The novel audio redundancy isacombined source and channel re-
construction technique particularly suited to conferencing applications. Packet
loss protection is achieved by piggybacking a low-overhead highly compressed
version of the signal on normal audio packets. The redundancy isused asafill-in
when the primary information is dropped by the network. Results from human
perception experiments and real network measurements were used to show the
potential and limitations of the audio transmission quality improvementspossible
with RAT. Since itsfirst release the improved quality that RAT offers has made
it popular in the Mbone community. RAT is currently being used for research
project meetings, remote language teaching sessions and conference multicasts

across Europe and the US.

Current and future research with RAT is aimed at further improving audio qual-
ity and providing support for emerging applications. High quality audio will
improve conference speech intelligibility (through a low-bandwidth wide-band
speech codec), and provide support for the multicast of music and other demand-
ing material (using CD quality sampling and multiple audio channels). 3D sound
gpatialisation will enableintegration of RAT into virtua reality environments(re-
searchers at INRIA have investigated the feasibility of integration of multicast
audio into networked gamesin [Bolot and Parisis, 1998]). All these new applica-
tions are likely to require different reconstruction techniques, to that of the pre-

sented audio redundancy, which is best suited for audio conferencing.

Workstation scheduling adaptation. Audio quality is affected when the process-
ing capacity of a transmitting or receiving workstation is exceeded, resulting in
speech quality degradation similar to that caused by packet loss. Thisis caused
by the lack of support for real-time applicationsin today’s general purpose work-
station operating systems. The lack of a delay bound for notification on timers

and external events makes it impossible to guarantee smooth delivery of the au-
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dio stream. In Chapter 4 we have presented an architecture for areal-time audio
mediaagent that copes with these effects at the application level. The mechanism
produces a continuous audio signal, despite the variable allocation of processing
time a real-time application is given, by trading off signal quality for buffering
delay in a controlled fashion. The proposed solution has been implemented in
RAT and evaluated through simulation. The comparison between the proposed
method and that used by all other audio tools has shown substantial reductions
in both the average end-to-end delay, and the audio sample loss caused by the
operating system.

The adaptive cushion mechanism used to smooth out the operating system effects
gives accurate information on workstation load. This can be used to tunethe pro-
cessing requirements of media applications during a conference. By maintaining
the system in a moderately loaded state, the overall performance of local media
presentation can benefit, especialy techniques like the inter-stream synchronisa-
tion presented in Chapter 5. Information on audio buffer levels, whichisa so pro-
vided by the cushion algorithm, can be used to implement sidetone monitor facil-

ities' and echo cancellation in software on computers with adequate CPU power.

Lip synchronisation. Packet audio with silence suppression, variable bit-rate video
and the unpredictable Mbone traffic characteristics, produce different end-to-end
delays in the transmission and presentation of different media streams. Asare-
sult receivers often experience atime lag between hearing aremote user’swords,
and seeing the associated lip movements. Although in low frame rate applica-
tions where the video is used only for presence information thisis not a problem,
more demanding applications of multimedia conferencing like language teach-
ing are adversely affected. In Chapter 5 we have presented an analysis of the
requirements and implementation of the first multicast inter-stream synchronisa-
tion over the Mbone between RAT and the vic [McCanne and Jacobson, 1995]
Mbone video tool. Implementation efficiency considerations heavily influenced

the design chosen, since the obvious method consumes far too much processing

1By mixing the microphoneinput of aworkstation to the headset output, an indication can be given

tothelocal user of how loudly they are speaking, enabling them to better control thelevel of their voice.
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power to make the system viable. Subjective performance results have indicated
that the efficient implementation is good enough to provide lip synchronisation

for demanding multimedia conferencing applications.

Scalable congestion control for multicast continuousmedia. The scale of theMbone
and heterogeneity in avail able bandwidth complicate the design of network adap-
tive multicast applications. The lack of transmission rate adaptation in such ap-
plications drives traditional TCP based traffic off the network and can result in
network collapse due to congestion. Work in the Internet community is investi-
gating mechanisms for policing the network and penalising unresponsive flows,
which is hoped will act as an incentive to application designers to take the re-
guirements of the network under consideration. In Chapter 6 we have presented
a new scalable architecture for congestion controlled multicast real-time com-
munication. The proposed scheme uses self-organisation to form groups out of
co-located receiverswith bad reception and provideslocal repair through the use
of transcoders. The receiver driven nature of the protocol ensures high scalability
and applicability to large Mbone sessions. The viability of the proposed solution

has been demonstrated through simulation.

Although the simulation results are very encouraging, areal implementation of
the protocol within RAT should be made and performance measurements from
large sessions collected. Additional analysisis needed to determine the relation-
ship between the bitmap size required for stable operation and the total session
size. Interaction of the adaptation algorithm with future network developments
should aso prove interesting. In particular the proposals of the diffserv group
within the IETF will enable SOT transcoders to have a guaranteed basic band-
width, thus being able to provide a minimum quality to end-users. Active net-
worksand positioning of specialised transcode serversat key locationsin the mul-
ticast distribution tree, might also become viable solutions for large sponsored

events, as the cost of CPU power decreases.

The techniques presented in this thesis and outlined above do not require any
changesto be madeto the existing network and end-system infrastructureand areimple-

mentable in the audio mediaapplications. A different approach at attacking the problem
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has been to modify the service of the network and host operating systemsto providethe
guarantees required by the real-time media.

Network modifications are under design by the IETF intserv [Wroclawski, 1997;
Braden et al., 1997] and diffserv [Baker et al., 1998] groups to offer services that can
provide low delay jitter and loss. These services will eventually be available but due
to the charging models that are expected to apply, the best-effort service will aways be
available and used by many applications including multimedia conferencing.

Operating system modifications to improve real-time application performance of -
fer partia solutions and their deployment will ease the effort required by application
adaptation techniques. New systems designed from scratch with new application re-
quirements in mind are being investigated and by providing fine-grained access to re-
sources will offer a significantly better platform abeit at some additional complication
of application design [Ledlie et al., 1997].

The multicast audio work in thisthesis isindicative of the potential of multimedia
conferencing tools and applications over the Internet. Studying network characteristics,
exploiting knowledge about human perception, and applying computational techniques
can lead to considerable improvement in existing tools and the perceived quality of au-
dio and video. Currently such techniques are necessary to work around the infrastruc-
ture shortcomings. Asthe cost of network capacity, CPU power and memory decreases,
the approach of a best-effort infrastructure with application adaptation may continue to
dominate as alow-cost solution, over the provision of QoS guarantees through network

reservations and operating-system resource control.
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