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Summary

Due to their complexity, modern computer systems expose many configuration parameters which users must manually tune to maximise the performance of their applications. To relieve users of this burden, auto-tuning has emerged as an alternative in which a black-box optimiser iteratively evaluates configurations to find efficient ones. A popular auto-tuning technique is Bayesian optimisation, which uses the results to incrementally build a probabilistic model of the impact of the parameters on performance. This allows the optimisation to quickly focus on efficient regions of the configuration space. Unfortunately, for many computer systems, either the configuration space is too large to develop a good model, or the time to evaluate performance is too long to be executed many times.

In this dissertation, I argue that by extracting a small amount of domain specific knowledge about a system, it is possible to build a bespoke auto-tuner with significantly better performance than its off-the-shelf counterparts. This could be performed, for example, by a system engineer who has a good understanding of the underlying system behaviour and wants to provide performance portability. This dissertation presents BOAT, a framework to build BespOke Auto-Tuners. BOAT offers a novel set of abstractions designed to make the exposition of domain knowledge easy and intuitive.

First, I introduce Structured Bayesian Optimisation (SBO), an extension of the Bayesian optimisation algorithm. SBO can leverage a bespoke probabilistic model of the system’s behaviour, provided by the system engineer, to rapidly converge to high performance configurations. The model can benefit from observing many runtime measurements per evaluation of the system, akin to the use of profilers.

Second, I present Probabilistic-C++ a lightweight, high performance probabilistic programming library. It allows users to declare a probabilistic models of their system’s behaviour and expose it to an SBO. Probabilistic programming is a recent tool from the Machine Learning community making the declaration of structured probabilistic models intuitive.

Third, I present a new optimisation scheduling abstraction which offers a structured way to express optimisations which themselves execute other optimisations. For example, this is useful to express Bayesian optimisations, which each iteration execute a numerical optimisation. Furthermore, it allows users to easily implement decompositions which exploit the loose coupling of subsets of the configuration parameters to optimise them almost independently.
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CHAPTER 1

INTRODUCTION

Auto-tuners are a class of tools designed to optimise the configuration parameters of computer systems in order to maximise their performance in a given context. This dissertation focuses on the construction of bespoke auto-tuners, specialised for a single system, which perform this optimisation in a short time compared to their off-the-shelf counterparts. In this introduction, I first discuss the growing demand for efficient auto-tuners due to the increase in complexity of modern systems. I then present my thesis, the contribution offered by this dissertation and outline the structure in which they will be presented.

Computer systems have become a key part of modern data processing pipelines. The role of a computer system is to provide an abstraction: users interact with the system in a way that is more declarative than the infrastructure that the system is built on top of. For example, this can mean abstracting a storage device to provide a file system, or a cluster of machines to expose a single computation engine. Over the years, systems have evolved to provide increasingly general abstractions, both in terms of the types of workloads they can execute and the hardware they can run on top of. While traditional databases were limited to performing simple relational queries, modern data processing systems can leverage distributed heterogeneous machines to execute complex iterative tasks.

This flexibility comes at a cost. Ideally, systems should provide performance portability and execute their assigned tasks efficiently, independently of the context in which they are executed. However, this variety of possible workloads or underlying hardware means there is no “one-size-fits-all” approach to best perform the execution. As a result, systems often expose configuration parameters which guide their behaviour and can be manually adapted to a user’s context.

This manual tuning is a complex task, especially for non-experts users, as it requires an understanding of the underlying system behaviour. It breaks the notion of abstraction that systems are supposed to provide. Furthermore, users often run a stack of indepen-
dent systems concurrently. In that case system configuration parameters will need to be adapted in synergy to obtain good performance, further increasing the difficulty of tuning. With the growth of complex computer systems, configuration tuning has become one of the main difficulties faced by users [BGO+16].

Auto-tuning frameworks have been designed to tackle this issue and restore performance portability without the need for manual tuning. At the heart of an auto-tuner is an optimisation which iteratively evaluates the empirical performance of specific configurations to converge towards efficient ones. For example, Bayesian optimisation is a method often used for auto-tuning. It uses the measured results to incrementally build a probabilistic model of the impact of the parameters on performance. Unfortunately, for many complex computer systems, either the configuration space is too large to develop a good model, or the time needed to evaluate performance is too long to be executed many times. For these reasons, it is rare to see auto-tuners applied, for example, to distributed systems configurations.

This dissertation focuses on the construction of bespoke auto-tuners for computer systems. I propose to tackle the limitations of standard auto-tuners by exploiting domain specific structure. I have developed BOAT, a framework to build BespOke Auto-Tuners. BOAT provides a set of abstractions to expose this structure and build a bespoke auto-tuner with better convergence than its off-the-shelf counterparts. This can be done, for example, by a system developer who has a good understanding of their system and wants to guarantee its performance portability. I use BOAT to argue the following thesis:

Some black-box optimisation problems, such as tuning a program’s parameters for performance, can significantly benefit from leveraging a small amount of domain specific information. The resulting optimisation performance can surpass that of off-the-shelf auto-tuners, making auto-tuning applicable in previously unexplored contexts.
1.1 Contributions

In this dissertation, I make three principal contributions, each of which is a key aspect of BOAT’s architecture:

1. My first contribution is **Structured Bayesian Optimisation** (SBO), an extension of the Bayesian optimisation algorithm often used for auto-tuning. SBO exploits a user-given probabilistic model of the behaviour of the system being optimised to run an informed search on the configuration space. User-given probabilistic models can leverage multiple measurements per run of the system, akin to the use of profilers, to quickly infer the system’s behaviour. Exposing an accurate model to an SBO is the key method proposed in this dissertation to exploit domain specific structure. I show how, by using SBO, one can construct optimisers that perform significantly better the traditional Bayesian optimisation algorithm.

2. My second contribution is **Probabilistic-C++**, a lightweight, high performance probabilistic programming library which can be used to easily declare arbitrary probabilistic models and perform full Bayesian inference on them. In the context of SBO, Probabilistic-C++ allows users to declare models of their system’s behaviour. Performing inference on complex probabilistic models can be computationally expensive. Probabilistic-C++ offers ways to expose the probabilistic independence and conditional independence of a model to improve its convergence. Probabilistic-C++ also comes with a set of useful non-parametric models, including a novel treed Gaussian process implementation that is well suited to Probabilistic-C++’s inference algorithm.

3. My third contribution is **BOAT’s optimisation scheduling abstraction**, which offers a structured way to express optimisations which themselves execute other optimisations. For example, this is useful to express Bayesian optimisations, which each iteration executes a numerical optimisation. Furthermore, these numerical optimisations are typically performed by an off-the-shelf optimiser. In large configuration spaces they may fail to converge due to the curse of dimensionality. BOAT’s optimisation scheduling abstraction also allows a user to easily implement decompositions in which loosely related regions of the configuration space are optimised almost independently, improving the optimisation’s convergence. Decompositions methods are a known and extensively used approach in optimisation. I present a spectrum of decomposition based techniques that can be used, the most advanced of which are inspired by reinforcement learning algorithms.
1.2 Dissertation outline

The rest of this dissertation is structured as follows:

Chapter 2 presents the Machine Learning techniques that BOAT is based on. In particular I focus on Gaussian Processes, an important class of non-parametric Bayesian models and show their use in the context of the Bayesian optimisation algorithm.

Chapter 3 introduces Structured Bayesian Optimisation (SBO) which is the key method I present to exploit domain structure. It also introduces the BOAT framework and presents a novel way to declare complex parameter spaces, including Turing-complete dependencies between a parameter’s value and other parameters’ existence.

Chapter 4 presents Probabilistic-C++ and its underlying inference algorithm. I show how independent parts of a model can be decoupled to help the model converge. I also discuss three topics which have proved useful in the context of modelling computer program’s behaviour: (i) semi-parametric models which offer a simple approach for a developer to expose domain specific structure, while still accurately interpolating observed measurements, (ii) inference with non-Gaussian noise which is typically the case in the context of computer programs and (iii) non-parametric models which can scale to large numbers of measurements, in the form of treed-Gaussian Processes.

Chapter 5 is concerned with the numerical optimisation stage of Bayesian optimisation. I present BOAT’s optimisation scheduling abstraction and how it can be used to implement decompositions of the configuration space. I also introduce two new techniques for decompositions, one based on Bayesian optimisation, the other inspired by reinforcement learning algorithms.

Chapter 6 combines the techniques introduced in the previous three chapters to show how to build a bespoke auto-tuner in BOAT using SBO. I also discuss the use of cheap experiments which can bring information about the behaviour of the system at a small cost.

Chapter 7 evaluates the application of BOAT and SBO via three case studies: (i) a garbage collection case study in which I tune the configuration flags of a database to minimise its 99th percentile latency, (ii) a sort case study in which I tune the implementation of a sort function to minimise its runtime based on the hardware and the input distribution of the arrays and (iii) a neural network case study in which I tune the scheduling of the training of a neural network on a distributed cluster to minimise its runtime. In each case study, I present the structure that was exploited to construct a bespoke auto-tuner and I quantify the improvements over off-the-shelf auto-tuners.
Chapter 8 presents related work, including auto-tuning frameworks and applications of modelling techniques to computer programs.

Chapter 9 concludes this dissertation and outlines the directions for future work.

1.3 Related publications

Parts of the work described in this dissertation has been covered in peer-reviewed publications:


CHAPTER 2

BAYESIAN OPTIMISATION

In this dissertation, my primary contributions are an extension of the Bayesian optimisation framework so it can leverage domain specific information. Therefore, this chapter surveys the different aspects of the Bayesian optimisation framework.

I begin this chapter with a review of Gaussian processes, a powerful class of Bayesian models which define a distribution over continuous functions (Section 2.1). Gaussian processes are often used in the context of Bayesian optimisation as a probabilistic model of the objective function. I then present Bayesian optimisation and show some of its implementation choices (Section 2.2).

2.1 Gaussian Processes

Gaussian Processes (GPs) are a class of probabilistic models that define a distribution over continuous functions. Although they have recently received significant interest in machine learning, they have long been used in various other scientific fields. In geostatistics and physics, GPs have been used for interpolation under the name Kringing, after Danie G. Kringe who developed a similar method in his master’s thesis in 1951 [Kri51]. The term was later coined by Matheron [Mat62] who developed the theoretical basis for the method. They were later introduced in the context of Bayesian machine learning by Neal [Nea94] and have since received significant contributions from this community [Ras06].

In this section, I first review the basic inference mechanisms used by Gaussian processes (Section 2.1.1). I then consider their computational cost which can be significant with large datasets (Section 2.1.2). Section 2.1.3 is concerned with the choice of the covariance function, a component of GPs which states how smooth we expect the function being modelled to be. Finally, I briefly survey some extensions of GPs (Section 2.1.4).
2.1.1 Inference with Gaussian processes

Gaussian processes define a distribution over function mapping $\mathcal{X} \rightarrow \mathcal{Y}$ where $\mathbf{x} \in \mathcal{X}$ is a multi-dimensional input and $y \in \mathcal{Y}$ a real valued output. It is completely defined by two functions:

- $m(\mathbf{x})$ the mean function at $\mathbf{x}$, and
- $k(\mathbf{x}, \mathbf{x}')$ the covariance function, also called kernel.

The resulting Gaussian process is defined as

$$f(\mathbf{x}) \sim \mathcal{GP}(m(\mathbf{x}), k(\mathbf{x}, \mathbf{x}'))$$

The covariance function is used to describe how similar two points are. A popular choice of covariance function when dealing with $D$-Dimensional input data is the squared exponential:

$$k(\mathbf{x}_i, \mathbf{x}_j) = \exp\left(-\frac{1}{2}\|\mathbf{x}_i - \mathbf{x}_j\|^2\right),$$

(2.1)

although there are alternatives. I discuss the choice of covariance function in Section 2.1.3. An important restriction is that it must be positive definite.

If we want to sample from the prior distribution defined by a Gaussian process, we first define a set of inputs $\{\mathbf{x}_1: n\}$ which we are interested in. The goal will be to sample a corresponding set of sampled outputs $\{y_1: n\}$. We first compute the covariance matrix

$$\mathbf{K} = \begin{bmatrix} k(\mathbf{x}_1, \mathbf{x}_1) & \cdots & k(\mathbf{x}_1, \mathbf{x}_n) \\ \vdots & \ddots & \vdots \\ k(\mathbf{x}_n, \mathbf{x}_1) & \cdots & k(\mathbf{x}_n, \mathbf{x}_n) \end{bmatrix}$$

and the mean vector

$$\mathbf{m} = [m(\mathbf{x}_1) \cdots m(\mathbf{x}_n)].$$

Then, $\{y_1: n\}$ can simply be sampled from the multivariate normal distribution $y_1: n \sim \mathcal{N}(\mathbf{m}, \mathbf{K})$. For example, Figure 2.1a shows four samples drawn from a Gaussian process distribution.

In the context of Bayesian optimisation, we will rarely want to sample from the prior distribution. Instead, we will have a set of observed data $\{\mathbf{x}_{1:n}, y_{1:n}\}$, and we will want to predict the posterior distribution of another input $\mathbf{x}$. From the prior distribution we know that

$$\begin{bmatrix} y_{1:n} \\ y_s \end{bmatrix} \sim \mathcal{N}\left(\begin{bmatrix} \mathbf{m} \\ m(\mathbf{x}_s) \end{bmatrix}, \begin{bmatrix} \mathbf{K} & k_s \\ k_s^T & k(\mathbf{x}_s, \mathbf{x}_s) \end{bmatrix}\right)$$
where

\[ k_\ast = [k(x_1, x_\ast) \cdots k(x_n, x_\ast)]. \]

The posterior distribution of \( y_\ast \) can be analytically solved [Ras06] as

\[ p(y_\ast \mid x_\ast, \{x_1:n, y_1:n\}) = \mathcal{N}(\mu(x_\ast), \sigma^2(x_\ast)) \]

where

\begin{align*}
\mu(x_\ast) &= m(x_\ast) + k_\ast^T K^{-1}(y_1:n - m) \quad (2.2) \\
\sigma^2(x_\ast) &= k(x_\ast, x_\ast) - k_\ast^T K^{-1} k_\ast. \quad (2.3)
\end{align*}

For example, Figure 2.1b shows the mean and standard deviation of a Gaussian process after three measurements.

An important intuition is that, in a way, the GP never “sees” the true value of the inputs. Instead, it only sees how they relate to one another via the covariance matrix. Similarly, note that the mean vector can be moved out of the distribution definition: \( \mathcal{N}(m, K) = m + \mathcal{N}(0, K) \). With this view, the GP also does not see the output values, only their differences from the mean function.

### 2.1.2 Computational complexity

I now discuss the computational complexity of three operations: adding a new observation to the model, predicting the mean value of an input, predicting the variance of an input.

**Adding a new observation.** The most expensive part of the above predicted distribution is the computation of the inverse of \( K \). If we have \( n \) points in our dataset, this
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has a cost $O(n^3)$. In practice, we do not compute the actual inverse and instead compute the Cholesky decomposition of $K$ which also has cost $O(n^3)$.

In the context of Bayesian optimisation, we will often receive observations one after another. We can take advantage of the previously computed decomposition to reduce the complexity. Consider computing the Cholesky decomposition of the matrix

$$\begin{bmatrix} K_{1:n} & k_{n+1} \\ k_{n+1}^T & k(x_{n+1}, x_{n+1}) \end{bmatrix}$$

given the decomposition $L_{1:n}$ of $K_{1:n}$. Note that $L_{1:n}$ is triangular. We can compute $l_{n+1} = L_{1:n} \backslash k_{n+1}$ as the solution to the equation $L_{1:n} l_{n+1} = k_{n+1}$ in $O(n^2)$ steps. Then, the decomposition of $K_{1:n}$ is simply

$$L_{1:n+1} = \begin{bmatrix} L_{1:n} & 0 \\ l_{n+1} & \sqrt{k(x_{n+1}, x_{n+1}) - l_{n+1}^T l_{n+1}} \end{bmatrix}.$$ 

Hence, adding a new observation to the model can be computed in $O(n^2)$.

**Predicting the mean value of a new input.** Equation 2.2 showed how to compute the mean prediction for an input $x_*$. The term $K^{-1}(y_{1:n} - m)$ requires using the decomposition $L$ of $K$ and computing $L \backslash (y_{1:n} - m)$ at computational cost $O(n^2)$. However, this is independent of $x_*$. Hence, we can compute it once when adding an observation and reuse the computed value afterwards. The rest of the computation involves performing an inner product with $k_*$ which can be done in $O(n)$. Therefore, the computational complexity of predicting the mean value of an input is $O(n)$.

**Predicting the variance of a new input.** Equation 2.3 involves computing $K^{-1}k_*$ which means solving $L \backslash k_*$. Unlike for the mean prediction, this is dependent on the value of $x_*$ and hence must be performed per input. Hence, the complexity of computing the variance is $O(n^2)$.

2.1.3 Choice of covariance functions

As mentioned in Section 2.1.1, a Gaussian process prior is fully defined by the mean and covariance functions. In Chapter 4, I will discuss semi-parametric models which will effectively allow a user to define a mean function. In this subsection, I consider the choice of covariance functions which specifies the smoothness of the GP’s output. I discuss three properties: hyperparameters which are used to parametrise the covariance function and adapt it to the data, the use of noisy measurements, and the Matérn covariance function which is an alternative to the squared exponential defined in equation 2.1.

**Hyperparameters.** Often we will want to adapt the covariance function to the data. This is usually done via hyperparameters. Two types of hyperparameters are used: the
amplitude hyperparameter $\sigma_k^2$, which states how far from the mean we expect to be, and the length-scale parameters $\ell$, which squash or dilate the dimensions of the input space. If $x \in \mathcal{X}$ is $D$-dimensional, then $\ell$ is a $D$-dimensional vector $\ell_1 \ldots \ell_D$ and the distance along the $k$th dimension of two inputs $x = [x_1 \ldots x_D]$ and $x' = [x'_1 \ldots x'_D]$ from the point of view of the covariance is $(x_k - x'_k)/\ell$.

The kernels I use are isotropic. Given the inputs $x$ and $x'$, they can be equivalently written as a function of the Euclidean distance $\|x - x'\|$. In the presence of the length-scale hyperparameters, the scaled Euclidean distance can be written as a function of the scaled square norm:

$$r^2(x, x') = \sum_{d=1}^{D} (x_d - x'_d)^2 / \ell^2_d.$$

For example, the squared exponential covariance function defined in equation 2.1 can be rewritten to include the hyperparameters:

$$k(x_i, x_j) = \sigma_f^2 \exp \left( -\frac{1}{2} r^2(x_i, x_j) \right).$$

The linear scales hyperparameters have a high impact on the behaviour of the GP and hence it is important to understand them well. Setting a high value of $\ell_i$ means all of the inputs will be squished along dimension $i$. This implicitly decreases the importance of that dimension. All points will be seen as similar in that aspect and discrimination will happen along other dimensions. On the other extreme, setting a very low value of $\ell_i$ means all of the points will be far from one another, ultimately leading for them to be viewed as uncorrelated by the GP. Within reasonable ranges, decreasing the value of $\ell_i$ means we expect functions to vary more along dimension $i$.

In practice, we do not know in advance the right values of the hyperparameters, we must therefore learn them from the data. This is usually done in one of two ways. One approach is to perform an optimisation and find the hyperparameter values which best explain the data. This is done by maximising the marginal likelihood (or evidence) of the Gaussian process with respect to the data. The second approach is to perform Bayesian model selection and place a prior distribution on the hyperparameters. We can then infer a posterior distribution of their values, usually as a set of samples.

When I use Gaussian processes in this dissertation, I always do so within the context of my probabilistic programming framework, described in Chapter 4. This allows me to use this second and more robust approach, I place priors on the hyperparameters and let the probabilistic engine perform inference on their values. However, this means I am not able to use more clever inference algorithms which are more suited to a Gaussian process’s structure such as elliptical slice sampling [MAM10] or Hamiltonian Monte Carlo sampling [Nea11].

Noisy measurements. Often the measured values will be noisy. If we repeated the
same experiment with the same input, we would obtain a slightly different output. Gaussian processes are able to model Gaussian noise. Say our measurements are distributed with noise variance $\sigma_n^2$. This can be added to the GP by adding an extra term to the covariance function when both inputs are from the same measurement:

$$k'(x_i, x_j) = \begin{cases} k(x_i, x_j) + \sigma_n^2 & \text{if } i = j \\ k(x_i, x_j) & \text{otherwise.} \end{cases}$$

We can even allow the noise variance to be a function of the input $x$, which is called heteroscedasticity.

**Matérn covariance function.** In practice, the squared exponential covariance function tends to lead to functions that are too smooth to realistically represent the behaviour of computer programs. There are a range of alternatives. In this dissertation, I always use the Matérn 5/2 kernel as is recommended by Snoek et al. [SLA12]:

$$k_{M52}(x_i, x_j) = \sigma_f^2 \left( 1 + \sqrt{5}r^2(x_i, x_j) + \frac{5}{3}r^2(x_i, x_j) \right) \exp \left( -\sqrt{5}r^2(x_i, x_j) \right).$$

### 2.1.4 Extensions to Gaussian processes

One of the major difficulties when dealing with Gaussian processes is their computational cost with large datasets. In this subsection, I highlight some of the extensions that have been proposed to allow them to scale.

**Experts approaches.** To reduce the computational burden, some approaches train multiple independent “experts” on different subsets of the data. *Mixture of experts* methods [JJNH91] have been applied to GP regression [MO06, RG01, YN09]. In this context, a gating network divides the domain of $\mathcal{X}$ into regions within which local experts make predictions. An advantage of this approach is that, since each GP is trained on a local dataset, we can infer the hyper-parameters of each GP independently, allowing them to adapt locally. Predictions for a new input $x_*$ are made by querying each expert at $x_*$ and weighing these predictions by responsibilities assigned by the gating network.

On the other hand, *product of experts* methods sidestep the need for weight assignment by training independent GPs whose predictions can be combined based on their confidence on the input [ND14, CF14, DN15].

**Sparse approximations.** Another alternative to reduce the computational cost of Gaussian process is to train a single GP on a reduced number of data points. This can be done either naively, by selecting a subset of the training data, or more accurately, by generating pseudo-inputs which capture the shape of the data [SWL03, SG05, Tit09]. The major limitation of these approaches, is the error in the variance estimates generated
Algorithm 2.1 The Bayesian optimisation algorithm

\textbf{Input:} Objective function $f()$
\textbf{Input:} Probabilistic model $G$
\textbf{Input:} Acquisition function $\alpha()$

1: \textbf{for} $t = 1, 2, \ldots$ \textbf{do}
2: \hspace{1em} Sample point: $x_t \leftarrow \arg \max_{x} \alpha(x \mid G)$
3: \hspace{1em} Evaluate new point: $y_t \leftarrow f(x_t)$
4: \hspace{1em} Update probabilistic model: $G \leftarrow G \mid (x_t, y_t)$
5: \textbf{end for}

by these methods. Predictions near pseudo-measurements will be over-confident. On the other hand, predictions at inputs from the dataset may have high variance.

\textbf{Treed Gaussian processes.} Similarly to expert approaches, treed GPs train multiple GPs on different subsets of the data [GL07]. Unlike them however, the predictions of the different GPs are not combined. Treed GPs are constructed in a similar way to the decision trees used by random forests for regression. The trees are binary trees, and each branch of the tree queries the aspect of an input. A branch $b$ specifies a dimension $u_b$, along which to query the input, and a threshold value $s_b$. A prediction for an input $x_*$ is made by propagating $x_*$ down the tree. At each branch $b$, the $u_b$th dimension of $x_*$ is compared with $s_b$. If it is greater, the input is propagated to the right sub-tree, otherwise, it is propagated to the left sub-tree. At the leaf of the tree, a Gaussian process that was trained using all data points in the training set that followed this path returns its prediction for $x_*$. In order to average over possible tree branch values and structure, MCMC is used to sample different decision trees. At prediction time, we can combine the predictions from each sampled tree.

2.2 Bayesian optimisation

This section presents Bayesian optimisation, a methodology to find the extremum of an expensive black-box function. Although first introduced by Moćkus et al. [MTŻ78] in 1978, it was only years later, once it became coupled with Gaussian processes, that the framework gained popularity.

I first present the Bayesian optimisation methodology (Section 2.2.1). Section 2.2.2 is concerned with the choice of acquisition function, which trades-off the exploration and exploitation of the procedure. Finally, I consider the limitations of Bayesian optimisation (Section 2.2.3).
2.2.1 Methodology

In its most classical setting, Bayesian optimisation attempts to find the maximum of some objective function \( f(x) \) where \( x \in \mathbb{R}^D \). To this end, it incrementally builds a probabilistic model which reflects the current knowledge of the objective function. Most of the time, a Gaussian process (GP) is used although random forests [Bre01] and neural networks have also been considered [HHLB11, SRS+15].

Algorithm 2.1 shows the procedure. In each iteration, the optimisation executes three steps. First, it performs a numerical optimisation to find a point in the configuration space which maximises an acquisition function. Acquisition functions are designed to maximise a combination of exploration and exploitation. Given a point \( x \), they measure its quality based on the distribution predicted by the model at \( x \). I discuss them in details in the next subsection.

Finding a point which maximises the acquisition function can be performed using an off-the-shelf numerical optimisation algorithm. The implicit assumption is that getting a prediction from the model is orders of magnitude faster than executing \( f() \), and hence we can afford to use a simpler optimisation algorithm. Because the model represents the objective function \( f() \), which may be multimodal, we must use an algorithm which supports black-box global optimisation.

The DIRECT algorithm, which recursively sub-DIVides the space into sub-RECTangles is often used for this task [JPS93]. Another popular alternative is the CMA-ES algorithm [HO01], which is based on evolutionary methods.

Second, the optimisation evaluates the expensive objective function at the point \( x_t \) found by the numerical optimisation. Third, it includes this new measurement into the model.

When compared with other optimisation methods, such as evolutionary algorithms, Bayesian optimisation tends to converge in fewer iterations. This however comes at the cost of a high overhead per iteration due to the computational cost of performing the numerical optimisation.

2.2.2 Acquisition functions

The goal of the acquisition function is to evaluate the goodness of an input \( x \) based on the model’s prediction. We want to trade-off exploitation, evaluating configurations which we know will perform well, and exploration, evaluating configurations which will be informative about the shape of the objective function. This subsection lists a range of popular acquisition function. I follow the notation of Shahriari et al. [SSW+16].

Possibly the simplest form of acquisition function is Thompson sampling [Tho33], originally introduced in the context of Bernoulli bandit problems (see [Sco10] for a complete
treatment). We simply sample a single model $g()$ from the current distribution of possible models $G$. Then the acquisition function is:

$$\alpha_{TS}(x \mid g) = g(x).$$

If the numerical optimisation stage of the Bayesian optimisation finds the optimal value of $x$ for $\alpha_{TS}()$ then we are implicitly sampling from the distribution of optimal configurations of $G$. Until recently, this approach was not applied to Bayesian optimisation as it was not clear how to sample a single continuous function from a Gaussian process at an acceptable computational cost. However, spectral sampling techniques have recently been used to draw an approximate sample form the posterior [HLHG14], I discuss this approach in more details later in this subsection.

A popular acquisition function is the expected improvement which was originally proposed by Močkus et al. [MTZ78]. For an input $x$, it returns the expected value of the improvement brought by evaluating $f(x)$ over the best objective function value found so far $\eta$, also called incumbent:

$$\alpha_{EI}(x \mid \eta, G) = \int \max(0, g(x) - \eta) \cdot p(g(x) \mid G) \cdot dg(x).$$

A useful feature of the expected improvement is that it has a closed form formula when the predicted distribution of $g(x)$ is normally distributed. If we are using a Gaussian process as the model, then given $\mu(x)$ and $\sigma(x)$ the posterior mean and standard deviation at $x$, the resulting expected improvement is:

$$\alpha_{EI}(x \mid \mu(x), \sigma(x)) = \begin{cases} (\mu(x) - \eta)\Phi(Z) + \sigma(x)\phi(Z) & \text{if } \sigma(x) > 0 \\ 0 & \text{if } \sigma(x) = 0 \end{cases}$$

$$Z = \frac{\mu(x) - \eta}{\sigma(x)}$$
where $\Phi(Z)$ and $\phi(Z)$ are the PDF and CDF of a standard normal distribution respectively. Figure 2.2b shows an example of the expected improvement function.

An alternative is the upper confidence bound (UCB), or lower confidence bound (LCB) when considering minimisation [SKSK10]. The acquisition function uses a positive parameter $\kappa$ which explicitly trades-off the exploration and exploitation. Given the posterior mean $\mu(x)$ and standard deviation $\sigma(x)$ of an input $x$, it is written as:

$$\alpha_{UCB}(x \mid \mu(x), \sigma(x)) = \mu(x) + \kappa \sigma(x).$$

Figure 2.2c shows an example of the upper confidence bound function.

Another recent promising avenue are acquisition functions which maximise the information gain about the distribution of the optimum brought by evaluating $x$. Entropy search (ES) attempts to maximise

$$\alpha_{ES}(x \mid G) = H(x^* \mid G) - \mathbb{E}_{y \mid x, G} H(x^* \mid (G \mid (x, y)))$$

where $H(x^* \mid G)$ is the differential entropy of the distribution of $x^*$. The expectation is over the distribution of the random variable $y \sim G(x)$. Unfortunately, this function is not tractable for continuous spaces. Hence, approaches which use it rely on discretising the space $\mathcal{X}$ [VWW09, HS12]. An alternative is predictive entropy search (PES) which remove the need for this discretisation [HLHG14]. It leverages the symmetric property of mutual information to reformulate ES in terms of the differential entropy of the predictive distribution:

$$\alpha_{PES}(x \mid G) = H(y \mid G, x) - \mathbb{E}_{x^* \mid G} [H(y \mid G, x, x^*)].$$

The right term requires averaging over the current distribution of optimums. This can be estimated through Thomson sampling. In the context of Gaussian processes, this can be done using spectral sampling techniques which approximate samples from the posterior distribution. Then, using simplifying assumptions, an approximation for the differential entropy $H(y \mid G, x, x^*)$ can be derived.

**Portfolio strategies.** It has been observed that no single acquisition function performs best over all problems, or even throughout the optimisation. Portfolio strategies use multiple acquisition functions concurrently. Each iteration, each acquisition function provides a candidate point to evaluate. A meta-criterion is then used to select among these candidates. Hoffman et al. keep track of the past performance of each acquisition function to select which should be used next [HBdF11]. More recently Shahriari et al. discriminate between candidates by measuring their information gain, in a similar way to entropy search techniques discussed above [SWH+14]. Their formulation also requires a set of Thomas samples, they generate them using the same spectral sampling methodology for Gaussian processes as used by Hernández-Lobato et al. [HLHG14].
2.2.3 Limitations

Recently, Bayesian optimisation has successfully been used to tune the hyper-parameters of machine learning applications and surpass human experts [SLA12, DSH13]. However, it has so far been unsuccessful at tackling optimisations in high dimensional spaces (more than 10) [SSW+16]. There are two issues that may occur and limit the performance of a Bayesian optimisation:

1) The probabilistic model fails to accurately capture the objective function landscape after a reasonable number of iterations. This is due to the curse of dimensionality [Mur12]. The number of regions being modelled will grow exponentially with the number of dimensions. Hence, in order to converge in high dimensional domains, the model will require large numbers of measurements.

2) The numerical optimisation algorithm, used in each iteration, fails to converge and find a point with good acquisition function value. Once again, this can be linked to the curse of dimensionality. As the number of dimensions grows, the numerical optimisation will need to search an exponentially large number of regions.

In the rest of this dissertation I propose to extend Bayesian optimisation in a number of ways. The goal is always to provide abstractions allowing a user to tackle either of the above two issues.

2.3 Summary

This chapter focused on two related research research areas. First, I discussed Gaussian processes, a class of probabilistic model for regression. I highlighted their computational complexity which prevents their application to large datasets, and discussed some of the extensions that had been proposed to tackle this difficulty.

I then presented Bayesian optimisation, which most often uses a Gaussian process to incrementally model the objective function. I listed different approaches to select the next point to evaluate using the model’s predictions. I discussed the limitations of Bayesian optimisation in high dimensional settings.

In the next chapter, I will present an extension of the Bayesian optimisation methodology which leverages the domain structure of an optimisation problem to tackle these limitations.
In this chapter, I present the overall techniques that I use to create bespoke auto-tuners. I make the following contributions:

- I present Structured Bayesian optimisation (SBO), an extension of the Bayesian optimisation algorithm which leverages a user-given probabilistic model to quickly converge towards the objective function (Section 3.2).

- I introduce BOAT, my framework to build BespOke Auto-Tuners (Section 3.3.1). BOAT includes a range of tools which can be used by a developer to construct an SBO.

- I present BOAT's configuration space abstraction, which is used to define the domain of an optimisation (Section 3.3.2). It allows developers to specify complex dependencies between parameters. In particular, the existence of a set of parameters can be made dependent on the value of another parameter.

Before this, Section 3.1 discusses the motivation for this dissertation. In particular, it gives an overview of the three optimisation problems tackled in Chapter 7, which I will use as running examples throughout the dissertation. It also lists a range of generic optimisation techniques which a developer would ideally be able to use in their bespoke auto-tuner.

### 3.1 Motivation

In this section, I first present the case studies evaluated in Chapter 7. These will both expose the necessity of having performant auto-tuners and serve as running examples
throughout the rest of this dissertation. I then outline the different types of domain-specific structures which can be taken advantage of by an optimisation.

3.1.1 Case Studies

To evaluate BOAT, I constructed three case studies designed to show a variety of contexts where auto-tuning is beneficial. The first case study, on garbage collection, only optimised three parameters. It showed that, even for simple optimisation problems, building a bespoke auto-tuner can yield significant convergence improvements. The second case study was concerned with optimising a sorting routine. It had over thirty parameters, a context in which off-the-shelf auto-tuners are not applicable. It was designed show the applications of the optimisation methods presented here to complex parameter spaces with many dependencies between parameters. Finally, the third case study optimised the distributed scheduling of a neural network. It also had over thirty parameters. It was built to show that the methods presented here can be applied to complex distributed systems.

**Garbage collection.** The goal of this case study was to tune the garbage collection (GC) flags of a Java Virtual Machine (JVM) based database to minimise its 99th percentile latency. I tuned three parameters of the Concurrent Mark Sweep (CMS) collector: the *young generation size* and *survivor ratio* flags, which govern the size of the different sections of the heap, and the *max tenuring threshold* which sets the rate at which objects are promoted between heap sections [YL96]. I measured the 99th percentile latency of Cassandra [Apa16], a popular JVM-based wide-column store, using the YCSB cloud benchmarking framework [CST+10] with a variety of workloads.

The behaviour of the garbage collection has a high impact on the latency. In one context, setting appropriate values of these three flags reduced the 99th percentile latency from 19ms – using Cassandra’sdefault values – to 7ms. This is mostly due to *minor collections* which frequently collect objects in the young generation section of the heap, provoking a “stop-the-world” pause which halts the application. Good configurations will minimise the average duration of these collections as well as their total time. For example, Cassandra’s default configuration uses a low young generation size, 100 MB per core. In practice this makes minor collections short but frequent, taking a large fraction of the total time. Increasing the young generation size will lead to more batching and will improve performance, but only up to a point, as large values will lead to long pauses raising latency again.

The small domain of this tuning problem means that off-the-shelf auto-tuners are still applicable. In my evaluation, I found that Spearmint [SLA12] converged to good configurations in 16 iterations after four hours of auto-tuning time (15 minutes per evaluation). However, exploiting contextual information can significantly reduce convergence time.
My auto-tuner, implemented in BOAT, is simple yet converged to within 10% of the best found performance by the second iteration. The next two case studies tackle more complex tuning problems – each with over thirty dimensions – in which off-the-shelf auto-tuners fail to find good values after thirty iterations.

**Sort.** In this case study, I tuned the implementation of a sorting procedure based on the distribution of input arrays and the underlying hardware. The optimisation domain is based on the implementation of `std::sort` used by `libstdc++`, gcc’s standard library. `std::sort` uses a hybrid implementation of quicksort and insertion sort. Quicksort is recursively used on the array, up to the point where the length of the sub-arrays are smaller than a single parameter called `block_size`, after which it switches to insertion sort. As noted by Ansel et al. [ACW+09], the default value of `block_size`, 32, is better suited to older hardware architectures. Furthermore, insertion sort performs well on arrays which are almost sorted. Therefore, using larger values of `block_size` on almost sorted arrays leads to better performance.

I designed a decision tree configuration space which dynamically queries an array’s properties to dispatch it to an appropriate `block_size` parameter value. Branches of the decision tree scan the first elements of the input array and count the number of pairwise unsorted elements. This is used to estimate how sorted the array is. Counting the number of unsorted elements has a cost and hence there is a trade-off between the quality of the dispatch and the querying cost. This, along with the selection of appropriate `block_size` values at the leaves of the tree, is what is optimised by my auto-tuner.

The decision trees generated by my bespoke auto-tuner were up to four times faster on average than `std::sort`’s implementation. Furthermore, off-the-shelf auto-tuners were unable to cope with the large parameter space. When executed for sixty iterations, their median optimised configuration was almost twice slower than ones found by the bespoke auto-tuner after twenty iterations.

**Neural network scheduling.** In this case study, I tuned the distributed scheduling of the training of a neural network onto a heterogeneous cluster. There are two major components of this configuration space.

First, the computation load must be balanced across workers. Stochastic gradient descent, used to train neural networks, involves getting estimates of the gradient using many inputs in parallel. Hence, the auto-tuner must find how many inputs should be allocated to each worker based on their computational speed.

Second, the set of workers must be selected. A synchronisation barrier at each iteration of stochastic gradient descent makes all workers share and update their weights. The amount of data exchanged grows linearly with the number of workers and hence the slowest machines should not be used at all. I optimised this scheduling for a variety of clusters and neural network architectures.
In my experiments, the optimised configurations found by my bespoke auto-tuner were up to 2.9× faster than simple configurations a user may have selected. Once again, the large dimensionality of the space prevented off-the-shelf auto-tuners from converging. Their median time after thirty iterations were over twice slower than the ones found by the bespoke auto-tuner after ten iterations.

Although these case studies are diverse, I used the same set of generic techniques to build each bespoke auto-tuner. The next subsection lists these techniques and discusses their impact.

### 3.1.2 Techniques to exploit

This subsection discusses the different techniques that we would like to exploit when optimising a computer system’s configuration. Recall from Section 2.2.3 that there are two issues that can limit the performance of a Bayesian optimisation. Either the model used fails to converge after a reasonable number of iterations, or the numerical optimisation, performed each iteration, fails to find configurations viewed as promising by the model. Each optimisation technique presented in this dissertation is designed to combat one or both of these issues. I list them in table 3.1 and discuss each in turn.

**Embeddings.** Using an *embedding* means performing the optimisation over a sub-space of the configuration space which we know contains the optimum. This reduces the size of the domain that has to be searched by the optimisation. For example, say we were optimising the performance of an application running two concurrent processes on a machine with eight cores. If two parameters of the configuration space specified the number of threads used by each process, we may start by allowing these parameters to be any positive integer. However, by reasoning about the parallelism of the machine, and the cost of context switches we may decide that the processes should use a total sum of eight threads, leading to only seven possible configurations.

Although simple, this kind of structure is crucial to reduce the complexity of the optimisation and should be employed whenever possible. It does not benefit from abstractions
and hence I do not discuss it in the technical part of this dissertation. I do, however, mention the embeddings that were exploited in my case studies.

**Structured models and multiple measurement.** To help the Bayesian optimisation model converge, we can exploit some of the understanding we have of the objective function landscape. This is what I propose in the next section by using a user-given *structured probabilistic model*, and is the core idea of structured Bayesian optimisation. Another advantage of using such bespoke models is that they can exploit *many runtime measurements*, allowing them to converge even faster.

**Decompositions.** *Decomposition methods* are well known techniques which improve the convergence of an optimisation by exploiting some of its independences. I will show how they can be exploited to help the convergence of the numerical optimisation stage of a Bayesian optimisation.

**Exploratory experiments.** In order to explore the domain of the optimisation, Bayesian optimisation uses acquisition functions (Section 2.2.2), which trade-off exploration and exploitation. Exploratory experiments target regions of the domain with high uncertainty. It is the role of the numerical optimisation to find a configuration with high acquisition function value. In practice, this can be difficult. Due to their as acquisition functions are often highly multi-modal. Furthermore, their structure is typically not well suited to the use of decomposition methods. I will present techniques which tackle both issues.

**Cheap experiments.** Finally, *cheap experiments* are experiments that give us some information about the landscape of the utility function at a fraction of its cost. We would like to be able to exploit them to help the Bayesian optimisation model converge at a quicker rate. I will suggest how this can be done in the context of BOAT.

To summarise, this section highlighted some contexts in which having an efficient auto-tuner would be useful. It then listed a variety of techniques which could be employed by an auto-tuner. Although these techniques are simple in concept, they may be difficult to employ when building a bespoke auto-tuner from scratch. Hence, I argue that there is a need for a framework which makes the use of these techniques easy and intuitive. The next section presents structured Bayesian optimisation, the core methodology which my framework BOAT is built upon.

### 3.2 Structured Bayesian optimisation

In this section, I present *Structured Bayesian Optimisation* (SBO). SBO extends the Bayesian optimisation methodology by using a user-given *structured probabilistic model* of the underlying function being optimised, instead of a generic model like a Gaussian process. In the context of creating a bespoke auto-tuner for a computer system, this
The procedure of an SBO is similar to the one of a traditional Bayesian optimisation and is presented in Figure 3.1. It performs three steps at each iteration: (1) it looks for a configuration with good predicted performance by the bespoke model. (2) It evaluates the best found configuration using the objective function and collects runtime measurements. (3) It performs inference on the model using all observations.

When compared with traditional Bayesian optimisation, using bespoke models brings three main advantages. First, it captures the user’s understanding of the behaviour of the system. This drastically reduces the number of iterations needed for the model to converge towards the objective function. In the context of BOAT, models are implemented in probabilistic programming and can reason about arbitrary data structures – like regular programs – and reproduce complex behaviours. For example, the model in the neural network case study predicts the individual computation time of each machine in a distributed cluster. The total time is predicted to be the highest of these individual times plus a communication cost. It would take many evaluations for a generic probabilistic model to accurately model the function $\max$ over multiple inputs, but our model does so by default.

Second, it makes Bayesian optimisation applicable to new domains with complex configuration spaces, where the existence of some of the parameters may be conditional. If instead we were using Gaussian Processes, we would have to design a covariance function over this complex configuration space. This is a difficult task, recall from Section 2.1.1 that the covariance function must be positive definite. The construction of kernels for complex data structures, such as trees, is an active area of research. For example, Swersky et al. [SDS+13] recently derived a covariance function for configuration spaces with a fixed number of parameters, but where the relevance of some parameters was dependent on the value of others. However, the approach is not generalisable to recursive parameter spaces, such as trees, with a possibly infinite number of dimensions. On the other hand, probabilistic programs can reason about these complex configuration spaces and interpret them in a suitable way.

Third, using such a model allows us to collect many runtime properties reflected in the model and use them for inference. For instance, in the garbage collection case study, the
model predicts the rate and average duration of minor collections. After each experiment, the garbage collection logs are parsed to observe their true value of these statistics and use them for inference. In Chapter 6, I will further take advantage of this aspect to suggest how we can leverage cheap experiments, which can give some information about the behaviour of the system at a fraction of the cost of the objective function.

3.2.1 Bespoke probabilistic models

In this subsection, I illustrate the construction of a structured probabilistic model which captures the behaviour of the underlying system. I do so using the model used in the garbage collection case study.

In the context of BOAT, the probabilistic model written by the system developer should take as input a configuration and predict its performance. Initially, developers should use a generic model, effectively running traditional Bayesian optimisation, and observe whether the convergence time is acceptable. If it is not, SBO allows users to incrementally add structure to the model to reduce convergence time. Adding structure is done by making the probabilistic model more similar to the behaviour of the system.

In the garbage collection case study, I used a Gaussian process (GP) as the initial model. The GP predicted 99th percentile latencies based on the flag values. This took many iterations to converge, despite the simplicity of the problem. To add structure, I included in the model a notion of rate and average duration of minor collections. Given flag values, the model predicted both these statistics. It then predicted the latency as a function of the flag values and the statistics. The data flow of the model is shown in Figure 3.2.

When using the model in BOAT, I collected the true value of these statistics from the GC logs after each evaluation and use them for inference. Further, I declared how I believed each of the three model components behaved as a function of their inputs. For example, I noticed the rate of minor collections was inversely proportional to the size of the eden memory region in the JVM-heap, which is where objects are initially allocated. This intuition was included in the corresponding model by building a semi-parametric model (Section 4.3.1), which can successfully combine a user-defined trend with empirical data.

In practice, I find that even adding a little structure can be sufficient to make the optimisation converge in a reasonable time. This is useful as simpler models are able to adapt
3.3 BOAT

This section presents BOAT, my framework to build bespoke auto-tuners. The goal of BOAT is to allow a system developer to design an auto-tuner with a good convergence rate for their system, hence guaranteeing their system’s performance portability. I begin this section with an overview of BOAT and its use. I then present BOAT’s configuration space API which allows the declaration of optimisation domains with dependencies between parameters.

3.3.1 Overview of BOAT

Figure 3.3 shows an overview of the flow of data when using BOAT. Application users provide two types of arguments specific to their application:

- **Configuration space properties**: These have an influence on the set of valid configurations. In a distributed scheduling problem, this could be the list of available machines.

- **Preferences**: These define system performance metrics. For example, a user could set the workload with which the system should be evaluated, or specify whether to optimise throughput or tail latency.

To create a bespoke auto-tuner, a system developer takes these arguments as input to provide four types of information to BOAT:
1) **Configuration space**: The space of valid configurations which should be explored. This is also called the *domain* of the optimisation.

2) **Objective function & runtime measurements**: This specifies how to evaluate a given configuration. For example, this can involve writing configuration values to a configuration file and starting a distributed system along with a benchmark.

3) **Probabilistic model of system behaviour**: The contextual information which allows BOAT to discard regions of low performance and quickly converge.

4) **Decompositions**: How to decompose the numerical optimisation so independent parameters can be optimised individually.

Note that the first two items specify the optimisation problem, while the latter two are designed to give structure to the optimisation to make it converge quickly. All of BOAT’s components are implemented in C++.

### 3.3.2 BOAT’s configuration space abstraction

Often when tuning programs, the existence of a parameter is dependent on the value of another. For example, when optimising a decision tree, each node can either be a branch or a leaf, and the existence of left and right sub-trees is dependent on that status. For this reason, the domain often used in numerical optimisation, \( \mathcal{X} \subseteq \mathbb{R}^d \), is insufficient for our needs. In this section, I show how more complex configuration spaces are declared in BOAT.

I distinguish two related constructs to define domains of valid parameters. The first is traditional parameters which can take some scalar or categorical values. In BOAT, these are called *Parameter*’s. For example,

```cpp
RangeParameter<int> x1(0,5);
```

declares a parameter which can take integer values in the range \([0,5]\). If \(x1\) has been assigned a value, this can be queried as \(x1.value()\).

The second are parameter functions, which are normal executable functions with the added construct of being able to read parameter values and construct new parameters. In BOAT, *ParameterSpace* objects are designed to hold *Parameters* and may have a parameter function to create *Parameters* whose existence is conditional.

Listing 3.1 shows the implementation of a generic configuration space for decision trees in BOAT. The class *Node* inherits from *ParameterSpace* and has some parameters as fields. The first is a *BoolParameter*, called *is_leaf*, specifying whether the node is a branch or a leaf. The remaining ones are templated *ParameterPtrs*. This allows for them to only
be constructed depending on the value of is_leaf. The parameter_function method, overridden from ParameterSpace, defines how this construction is executed.

By allowing the use of arbitrary C++ functions as parameter functions, BOAT allows the construction of complex parameter spaces with dependencies between parameters. The domain of a parameter can be dynamically restricted in a similar way. Arguments can be passed to the parameter’s constructor via

```cpp
parameter_ptr.new_parameter(args);
```

For example, say we wanted a RangeParameter<int>’s domain to be bounded by a value max dependent on the values of the other parameters. Then we could declare a field

```cpp
ParameterPtr<RangeParameter<int>> param;
```

In the parameter function, we would then compute the value of max and use

```cpp
param.new_parameter(0, max);
```

This configuration space interface decouples the optimisation procedure – assigning values to parameters – from the configuration space properties. In BOAT, the optimisation iteratively assigns values to parameters, such as is_leaf. The framework then automatically constructs other parameters which exist as a consequence of those value assignments. This allows the easy comparison of different optimisation procedures.

**The sort case study configuration space.** As an example, I here show a simplified version of the configuration space of the sort case study, originally introduced in Section
3.1.1. It consists of a decision tree whose queries scan the input array’s first elements to establish how sorted it is. At the leaves, it selects a value for block_size, an algorithmic parameter of the sorting procedure. Listing 3.2 shows a simplified implementation which uses the Node definition from Listing 3.1. Queries have two parameters, scan_length and threshold, which can each take values from 0 to 5000. Leaves have a single parameter block_size. In practice, I also use two types of embeddings. First, I bound the maximum depth of the decision tree to avoid “overfitting” the arrays representing the input distribution. Second, I restrict block_size to have values that are powers of two.

When I implemented this configuration space, I also implemented an objective function which turned a configuration into C++ code, compiled it and evaluated its performance. As an example, Listing 3.3 shows a possible configuration’s implementation. The variable cumul keeps track of the number of unordered elements observed from the root of the decision tree. Each leaf specifies a value for the log base two of block_size.

In conclusion, BOAT includes multiple components which can be used together to build bespoke auto-tuners. This section highlighted BOAT’s configuration space abstraction which can be used to define complex recursive domains for optimisations.
3.4 Summary

In this chapter, I started by highlighting the need for a structured framework to perform optimisations. This was based around two observations. First, there are many implicit optimisation problems in systems which would benefit from an adequate auto-tuner. Second, there are multiple generic optimisation techniques which can be applied to a range of problems. This motivated the construction of BOAT, a structured framework to build bespoke auto-tuners.

I then presented structured Bayesian optimisation, the key optimisation approach introduced in this dissertation. SBO extends Bayesian optimisation by leveraging a structured probabilistic model of the function being optimised. I then introduced the BOAT framework which includes a number of abstractions to build a bespoke auto-tuner based on SBO.

Figure 3.3 showed the dataflow when constructing a bespoke auto-tuner. It listed three of BOAT’s components:

**Configuration space abstraction** This was presented in Section 3.3.2. It allows the construction of configuration spaces with complex dependencies. Both the sort and neural network case studies make extensive use of this construct.

**Probabilistic programming library** This will be the topic of Chapter 4. It allows a system developer to define a probabilistic model for the behaviour of their system, which can then be exposed to BOAT.

**Optimisation scheduling abstraction** This will be the topic of Chapter 5. One of the main uses of this abstraction will be the implementation of decompositions to help the numerical optimisation converge.

Finally, Chapter 6 will discuss how these different components can be put together to build a bespoke auto-tuner.
CHAPTER 4

PROBABILISTIC MODELS OF PROGRAMS EXECUTIONS

A structured Bayesian optimisation leverages a bespoke probabilistic model of the objective function to quickly converge. This chapter discusses the construction of such models. I introduce a number of techniques and abstractions which allow a developer to easily implement a probabilistic model of their system’s behaviour. I make the following contributions:

- I present the design and implementation of Probabilistic-C++, a lightweight and high performance probabilistic programming library (Section 4.2). Probabilistic programming is a recent framework for expressing probabilistic models. Probabilistic-C++’s implementation makes it over $1000 \times$ faster than similar state-of-the-art probabilistic programming languages. Beyond performance, it has two key features. Incremental inference: when a new item is added to a dataset, the previously inferred model distribution can be used to do the minimum amount of work necessary. Exploiting independence: the probabilistic independence of a model can be exposed to help the inference converge.

- I outline a methodology to build Probabilistic-C++ models in the context of an optimisation in BOAT (Section 4.3). I discuss semi-parametric models which combine a user defined parametric model with a non-parametric model, such as a Gaussian process. Semi-parametric models offer an intuitive methodology to construct models of a system’s behaviour.

- I show how Probabilistic-C++’s inference mechanism is well suited to do inference on complex noise functions (Section 4.4). I present a data structure called OSTimeSampler which can be used to construct an accurate distribution of the noise in runtimes when executing brief, single threaded computer programs. I evaluate the gain in modelling power on a dataset of matrix multiplication runtimes.
I present a treed Gaussian process data structure that is designed to tackle the high computational complexity of Gaussian processes and is well suited to Probabilistic-C++ (Section 4.5). This allows developers to build models which perform inference on many measurements without having to sacrifice the computational performance of the model. I evaluate the data structure on the matrix multiplication dataset as well as a dataset from the sort case study.

I show a method to generate an approximate model sample from a Probabilistic-C++ model distribution. I will use this technique in subsequent chapters to generate approximate Thompson samples (Section 4.6).

Probabilistic-C++ is strongly inspired by the Probabilistic-C probabilistic programming language. It uses the same inference algorithm, which is based on a particle filtering method called sequential Monte Carlo (SMC). Section 4.1 reviews the concepts behind probabilistic programming and the use of SMC for inference on probabilistic programs.

### 4.1 Probabilistic Programming

This section presents the concepts behind probabilistic programming. Section 4.1.1 discusses the semantics of probabilistic programs and how they can be used to express probabilistic models. I then review sequential Monte Carlo, a probabilistic inference algorithm, and show how it can be used in the context of probabilistic programs (Section 4.1.2).

#### 4.1.1 The semantics of probabilistic programs

Probabilistic programming is a recent tool from the Machine Learning community which generalises graphical models and makes the construction of structured probabilistic models intuitive. It is akin to regular programming with the following added constructs [GHNR14]:

1. the ability to draw values from random distributions,
2. the ability to constrain the value of a variable via observations, and
3. the ability to output the distribution of a variable.

Unlike regular programs which are written to be executed, probabilistic programs are written to specify a probability distribution. For example, graphical models [KF09], such as Bayesian networks, can be represented in probabilistic programming. The goal of
probabilistic programming is to make the construction of such probability distributions
easy, hiding away the difficulties involved with performing inference. In this dissertation,
I use probabilistic programs to model the behaviour of computations.

For example, Listing 4.1 shows a very simple probabilistic program in Python-like pseudo
code. First, it sample a value from the uniform distribution in the range [0.0, 1.0] and
assigns it to a variable bias. It then draws a value from a Bernoulli distribution with
parameter bias and assigns it to a variable flip. That is, flip will be true with prob-
ability bias and false with probability 1.0 - bias. The next statement performs an
observation, it constrains the value of flip to be true. Finally, predict(bias) outputs
the distribution of bias, in light of this observation. Intuitively, this should be centred
on the upper side of the range [0.0, 1.0].

One way to understand the semantics of a probabilistic program is as follows. Performing
inference is equivalent to running the program many times as a traditional program, but
only outputting a value at predict statements if, for all previous observe statements,
both arguments had the same value. In our example, this means only outputting the
value of bias if the value of the variable flip was exactly true. As a consequence, the
output values of bias are ones that explain our observation well.

**Relationship with the traditional machine learning approach** In machine learn-
ing, users typically perform inference on a probabilistic model. To do so, they use a dataset
containing many independent samples. Typically, this would be expressed in probabilis-
tic programming in the following way. First, the model would be defined, sampling each
model parameter. Then, each sample in the dataset would lead to one or multiple obser-
vations. Intuitively, this makes the parameters of the model agree with the data. Finally,
either the inferred distribution of the model parameters, or their predictions on a test
dataset, would be output.

For example, Listing 4.2 shows pseudocode implementing linear regression, with the use
of probabilistic programming constructs highlighted. The linear regression model has
three parameters, alpha, the slope, beta, the y-intercept and noise, the noise at each
observation. The listing performs inference on alpha and beta while keeping noise fixed
# Define the two model parameters
alpha = normal_draw(0.0, 1.0)
beta = normal_draw(0.0, 1.0)
noise = 2.0

# Define the model
def linear_model(x):
    return normal_draw(alpha * x + beta, noise)

# Perform observation x=1.0, y=3.0
# Draw from the model
sample1 = linear_model(1.0)
# Constrain the sample
observe(sample1, 3.0)

# Perform observation x=3.0, y=5.0
sample2 = linear_model(3.0)
observe(sample2, 5.0)

# Output beta's distribution
predict(beta)

Listing 4.2: Linear regression pseudocode in Probabilistic Programming.

It draws both alpha and beta from a normal distribution with mean 0.0 and variance 1.0. It then performs two observations, i.e. use a dataset of size two. Each constrains a prediction from the model to match an observed value. Intuitively, the values of the observations (x = 1.0, y = 3.0 and x = 3.0, y = 5.0) mean we should expect the values of alpha and beta to be on the upper range of their initial distribution. Finally, predict(beta) outputs the distribution of the beta parameter, typically as a set of samples.

In the linear regression example, we are performing inference over two continuous probabilistic variables: alpha and beta. This makes it amenable to a number of frameworks, such as BUGS [STB+96] or Stan [CGH+16] which perform inference on a restricted set of probabilistic programs. Recently, methods to perform inference on Turing complete probabilistic programs have been proposed [GMR+08].

For example, Listing 4.3 shows the definition of a probabilistic program which includes a while loop. In it, we again perform inference on the bias of a biased coin. The biased_coin_model keeps flipping a coin with probability bias until it return true. Once finished, it returns the number of flips that were performed. We should expect a low number of flips to be generated by high values of bias and vice versa. Our dataset has one sample in it saying the coin was observed to produce its first “head” on the fifth flip. Hence, we should expect bias to have a low value.

For a probabilistic language to have a while loop, it must be Turing-complete. For
# Define the model parameters
bias = uniform_draw(0.0, 1.0)

# Define the model
def biased_coin_model():
    count = 0
    flip_head = False
    while not flip_head:
        count += 1
        flip_head = bernoulli_draw(bias)
    return count

# Draw from the model and constrain the sample
sample = biased_coin_model()
observe(sample, 5)

# Ouput the bias' distribution
predict(bias)

Listing 4.3: A probabilistic program with a while loop.

example, the probabilistic programming frameworks BUGS [STB+96], Stan [CGH+16] and Infer.NET [MWG+] are not Turing complete and would not represent the above program in its current form. Recently, Church [GMR+08] was proposed as the first Turing complete probabilistic programming language. Since then a number of similar frameworks have been proposed [TvdMW15, MSP14].

In Section 4.2, I will present Probabilistic-C++, a new lightweight and high performance framework for probabilistic programming. The next subsection describes, as a preliminary, the particle filtering algorithms which Probabilistic-C++ and some of the other frameworks are based on.

4.1.2 Inference on probabilistic programs

This subsection presents sequential Monte Carlo (SMC), a particle filtering technique used for inference in probabilistic programs [DDFG01]. First, I introduce importance sampling which is a key component of SMC. I follow the notation of MacKay [Mac03]. See Doucet and Johansen [DJ09] for a complete introduction to SMC methods.

**Importance sampling.** Importance sampling is used when we want to estimate the expectation of a function $\phi(x)$, where $x$ is drawn from a distribution $P(x)$ which we cannot directly sample from. Usually we cannot evaluate the density $P(x)$ directly but instead have access to a function $P^*(x)$ which is identical up to a multiplicative constant:

$$P(x) = \frac{P^*(x)}{Z}.$$
Suppose we have access to a simpler density $Q(x)$ such that:

- We can generate samples from $Q(x)$
- We can evaluate $Q^*(x)$ which is identical to $Q(x)$ up to a constant $Q(x) = Q^*(x)/Z_Q$

Importance sampling allows us to estimate the expected value of $\phi(x)$ by first generating $R$ samples $\{x^{(r)}\}_{r=1}^R$ from $Q(x)$. To correct for the differences between $P(x)$ and $Q(x)$ we introduce a weight for each sample:

$$w_r = \frac{P^*(x)}{Q^*(x)}.$$ 

The expectation can then be estimated as:

$$\hat{\Phi} = \frac{\sum_{r=1}^R w_r \phi(x^{(r)})}{\sum_{r=1}^R w_r}.$$ 

**Importance sampling for Bayesian inference.** In the context of Bayesian inference, we have some data $y$ and we would like to estimate the expected value of a function on the posterior distribution of $x$ given $y$: $p(x \mid y)$. Bayes theorem states that:

$$p(x \mid y) = \frac{p(x)p(y \mid x)}{p(y)}.$$ 

$p(x)$ is called the prior distribution of $x$, and $p(y \mid x)$ the likelihood, or evidence. Consider a situation in which (i) we cannot sample directly from the posterior distribution, (ii) we can sample from the prior distribution, and (iii) given a sample $x^{(r)}$, we can compute the likelihood $p(y \mid x^{(r)})$. Then we can use important sampling to compute the expected value of a function $\phi(x)$ on the posterior distribution by setting:

$$P(x) = p(x \mid y)$$
$$P^*(x) = p(x)p(y \mid x)$$
$$Q(x) = p(x)$$
$$w_r = \frac{P^*(x)}{Q(x)} = \frac{p(x)p(y \mid x)}{p(x)} = p(y \mid x).$$

That is, we generate samples from the prior distribution and weigh each of them by their likelihood on the data.

**Sequential importance sampling.** In the context of particle filtering, we have a sequence of observation at time steps 1 to $t$: $y_{1:t}$. Each observation $y_k$ was generated by
Algorithm 4.1 The sequential importance sampling procedure.

1: Draw a set of $R$ particles $\{x_i^{(r)}\}_{r=1}^{R}$ from $p(x_1)$
2: Initialise the weights $\{w_i^{(r)}\}_{r=1}^{R}$ as $w_1^{(r)} = p(y_1 | x_i^{(r)})$
3: for $i = 2, 3, \ldots, t$ do
   4: Sample the particles’ next time step $\{x_i^{(r)}\}_{r=1}^{R}$ from $p(x_i^{(r)} | x_{i-1}^{(r)})$
   5: Update the weights $\{w_i^{(r)}\}_{r=1}^{R}$ as $w_i^{(r)} = w_{i-1}^{(r)} p(y_i | x_i^{(r)})$
4: end for

A corresponding state $x_k$. We would like to perform inference over the entire trajectory of states $x_{1:t}$ given their transition probabilities $p(x_i | x_{i-1})$. Sequential importance sampling does so by exploiting the recursive nature of the posterior distribution:

$$p(x_{1:t} | y_{1:t}) = p(x_t | y_t, x_{t-1}) p(x_{1:t-1} | y_{1:t-1})$$

This exploits the Markov property, the distribution state $x_t$ depends only upon $x_{t-1}$ and none of the other states that precede it.

Like importance sampling, sequential importance sampling works by drawing a set of samples, called particles, from a distribution and reweighting them appropriately. These weights are computed sequentially as the trajectory of states of the particles are drawn. Algorithm 4.1 shows the procedure. Each particle sequentially samples its trajectory. At each state $i$, it updates its weight with its likelihood of observing $y_i$. Like with importance sampling, if we want to compute the expected value of a function $\phi(x)$ at time step $i$, we can approximate it using the $R$ particles as

$$\hat{\Phi} = \sum_{r=1}^{R} w_i^{(r)} \phi(x_i^{(r)})$$  \hspace{1cm} (4.1)

where $w_i^{(r)}$ is the normalised weight of particle $r$ at time step $i$:

$$w_i^{(r)} = \frac{w_i^{(r)}}{\sum_{r'=1}^{R} w_i^{(r')}}.$$  

In practice, sequential importance sampling tends to perform poorly. The reason is that with each time step, a fraction of the particles will generate a poor sample from the transition distribution. This results in a low likelihood for those particle. As we go through the time steps, the fraction of particles which will have generated only decent samples throughout their trajectory will decrease exponentially. Eventually, none of the particles will be representative of the distribution.

A side effect of this issue is degeneracy: after a few time steps there is a wide distribution of importance weights for the particles, and all but one of the particles have their normalised importance weight $W_i^{(r)}$ near zero. As a result, we are effectively averaging over a single
Algorithm 4.2 The sequential Monte Carlo procedure.

1: Draw a set of $R$ particles $\{x^{(r)}_1\}_{r=1}^R$ from $p(x_1)$
2: Initialise the weights $\{w_1^{(r)}\}_{r=1}^R$ as $w_1^{(r)} = p(y | x^{(r)})$
3: for $i = 2, 3, \ldots, t$ do
4: Compute $\text{ESS}_{i-1}$
5: if $\text{ESS}_{i-1} < \frac{R}{2}$ then
6: resample particles $\{x^{(r)}_{i-1}\}_{r=1}^R$ with probability density $\{w_{i-1}^{(r)}\}_{r=1}^R$
7: Assign the average weight value $\frac{\sum_{r=1}^R w_{i-1}^{(r)}}{R}$ to each of their weights $w_{i-1}^{(r)}$
8: end if
9: Sample the particles next time step $\{x^{(r)}_i\}_{r=1}^R$ from $p(x_i | x^{(r)}_{i-1})$
10: Update the weights $\{w_i^{(r)}\}_{r=1}^R$ as $w_i^{(r)} = w_{i-1}^{(r)}p(y_i | x_i)$
11: end for

sample which is unlikely to yield good results. Degeneracy can be quantified by measuring the effective sample size (ESS) of the particles at time step $i$:

$$\text{ESS}_i = \frac{1}{\sum_{r=1}^R \left(\frac{w_i^{(r)}}{R}\right)^2}$$

**Sequential Monte Carlo.** In order to improve over sequential importance sampling, we monitor the ESS throughout the time steps. Whenever it falls below a threshold, typically $R/2$, we perform a resampling step which eliminates the less likely particles and duplicates the more likely ones. The full sequential Monte Carlo procedure is shown in Algorithm 4.2. Just like with sequential importance sampling, we can estimate the expected value of a function $\phi(x)$ using Equation 4.1. I describe below the details of resampling.

There are multiple ways in which resampling can be performed. One of the more popular and efficient technique is systematic resampling. It samples a single random number $U_1 = U[0, \frac{1}{R}]$ and defines $U_j = U_1 + \frac{j-1}{R}$. The number of times each particle $r$ is duplicated at time step $i$ is then

$$N^{(r)}_i = \left\lfloor \frac{\sum_{k=1}^{r-1} W^{(r)}_k < U_j < \sum_{k=1}^r W^{(r)}_k}{\sum_{r=1}^R w_i^{(r)}} \right\rfloor.$$ 

If $N^{(r)}_i$ is 0, particle $r$ is deleted. The values $U_1 \ldots U_R$ can be viewed as regular “ticks” in the interval $[0,1]$. To compute $N^{(r)}_i$ we allocate each of the particles a region of size $W^{(r)}_i$ in the range $[0,1]$ and count how many ticks fall within each particle’s region. After a resampling step, all particles can be seen as drawn uniformly from the posterior distribution. We therefore re-initialise their weights equally. Typically the value $\frac{1}{R}$ is used, but I use instead the average values of the weights $\frac{\sum_{r=1}^R w_i^{(r)}}{R}$ for reasons I explain later.
The limits of SMC  In order to produce distributions similar to the true posterior, SMC relies on our ability to sample from the transition $p(x_t \mid x_{t-1})$ and get some particles which followed a similar behaviour as the one which generated the data. In low dimensional state space models, such as when tracking a physical object in a 3 dimensional space, this is a reasonable assumption. However, we must be aware that, due to the curse of dimensionality, SMC will perform poorly if a transition samples random values in a large multi-dimensional space. An important part of Probabilistic-C++, presented in the next section, will be to allow users to expose some independence in the distributions being modelled to tackle these large dimensional spaces.

Another limitation comes from the resampling step. Because some of the less likely particles are discarded each time we resample, as more time steps are performed, fewer of the original particles will remain. This is another aspect of degeneracy. Most of the original particles have probability 0 assigned to them as they are discarded in later time steps. This pitfall is the reason we only resample when the effective sample size has decreased to low values and not every iteration. However, we should still be aware that too many resampling steps will eventually lead to degeneracy.

Likelihood of the model  A nice property of SMC is that it not only allows us to perform inference over a model, but also allows us to quantify how good that model was at explaining the data. In the context of Bayesian inference, this is measured by the likelihood of the model. Following the SMC procedure, we can estimate the likelihood of the model at time step $i$ by measuring the average weight of the particles $\frac{\sum_{r=1}^{R} w_r(i)}{R}$. This is why I did not reinitialise them to $\frac{1}{R}$ in my description above.

Applying SMC to probabilistic programs  SMC is directly applicable to probabilistic programs. Random draws are seen as transition probabilities. Observe statements are the observations $y$. The only necessary construct is the ability to duplicate a program’s execution thread into two identical threads so we can perform the resampling step. A good analogy is the POSIX fork() construct which duplicates a single threaded process. This is in fact used by the probabilistic programming language Probabilistic-C [PW14] to perform inference. I describe this mechanism in more details below.

To perform inference on a probabilistic program, we initiate $R$ execution threads executing the program concurrently. Each thread will correspond to a particle and keep track of its own weight $w_r(i)$. In order to sample from the transition distribution, we simply execute the probabilistic program, sampling random values whenever necessary. We execute all threads up to the first observe statement, at which point they halt in a synchronous barrier. The threads use the content of the observe to update their weights $w_r(i)$ accordingly.

A master thread then gathers each of the threads weights and checks whether the effective sample size is below a threshold. If it is, the master thread samples which of the threads should be duplicated, and which should be terminated. It then instructs all threads to act
accordingly. We repeat this procedure of synchronous barrier and possible resampling for each `observe` statement in the program. At `predict(expr)` statements, threads output their computed value for `expr`. We can then compute the average value of `expr` by performing a weighted average, as in Equation 4.1.

Finally, it is important to mention that there have been recent breakthroughs in research on sequential Monte Carlo, with the recent introduction of particle Markov chain Monte Carlo methods (PMCMC) [ADH10]. These hybrid techniques combine the SMC and Markov chain Monte Carlo (MCMC) inference algorithms by using SMC as the inner loop of an MCMC. PMCMC techniques have been applied to probabilistic program inference. Unfortunately, for an identical computational budget, they tend to perform slightly worse than SMC [PW14].

### 4.2 Probabilistic-C++

This section presents Probabilistic-C++, BOAT’s lightweight and high performance probabilistic programming library. It is implemented in C++ and based on the recently proposed Probabilistic-C programming language. I first introduce the interface offered by Probabilistic-C++ through an example program (Section 4.2.1) and discuss its relationship with existing frameworks (Section 4.2.2). Section 4.2.3 lists some of Probabilistic-C++’s useful features. Finally, I show how model independence can be exploited to help the inference converge (Section 4.2.4).

#### 4.2.1 Interface

In this subsection, I review how models are implemented in Probabilistic-C++. I use linear regression as a running example, which could be useful, for example, to model the runtime of an \( O(n) \) algorithm.

To declare a probabilistic model, developers declare a `model class` in C++. The Bayesian implementation of one dimensional linear regression has three parameters: `alpha` the slope, `beta` the y-intercept, and `noise` the amount of noise at each data point. Listing 4.4 shows the Linear regression model class with those three parameters as fields. On a high level, the role of inference will be to find `model objects` instances of the model class whose parameters fit the data well.

A model class must implement three functions. First, the constructor which samples parameter values from the `prior` distribution. The prior distribution represents the uncertainty on the parameter values before any data points have been observed. In the example, `alpha` and `beta` are drawn from normal distributions with mean 0.0 and standard deviation 1.0, and `noise` is assigned 2.0. Second, the `observe` function which will
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struct LinearModel {
    LinearModel() {
        alpha = std::normal_distribution<>(0.0, 1.0)(generator);
        beta = std::normal_distribution<>(0.0, 1.0)(generator);
        noise = 2.0;
    }
    double observe(double x, double y) {
        double prediction = alpha * x + beta;
        return normal_lnp(prediction, y, noise);
    }
    double predict(double x) {
        return alpha * x + beta;
    }
    double alpha, beta, noise;
};

int main() {
    ProbEngine<LinearModel> engine;
    engine.observe(1.0, 3.0);
    // Average value predicted at x=0.0 (beta)
    std::cout << engine.predict(0.0) << std::endl;
}

Listing 4.4: Linear regression in Probabilistic-C++.

be used to perform inference. An observe takes as argument a data point, and returns the object’s log-probability of producing that point. In the example, this is done by comparing prediction, the value predicted by the object’s parameters, with the observed value y. We use the normal_lnp function – part of Probabilistic-C++ – which returns the log-probability of getting y from a normal distribution draw centred on prediction and with standard deviation noise. Third, the predict function allows the model to be queried. Given a value x, it returns the value predicted at x.

To use a model class, users declare a probabilistic engine ProbEngine templated on that class. On construction, the engine will create many model objects, always using the default constructor to do so. These will correspond to particles when performing SMC inference. Developers can then make the engine observe data points. The engine will call the corresponding observe function on each of its model objects and use the returned log-probabilities to determine which of the objects best fit the data. In the example, I make the engine observe the data point \(x = 1.0, y = 3.0\). Intuitively, this means objects with higher values of alpha and beta will be considered more likely. Finally, the engine can be queried using the predict function which will return the average of the predictions of the model objects. In the example, I predict the average value of beta, which is near 0.75.
### 4.2. PROBABILISTIC-C++

<table>
<thead>
<tr>
<th>Framework</th>
<th>Runtime</th>
<th>Peak memory usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probabilistic-C</td>
<td>52.090s</td>
<td>15840 MB</td>
</tr>
<tr>
<td>Probabilistic-C++</td>
<td>0.035s</td>
<td>6 MB</td>
</tr>
</tbody>
</table>

#### Table 4.1: Measured performance on the linear regression example with 100,000 particles. Ran on an r3.2xlarge EC2 instance with 8 hyperthreads and 61 GB of memory.

#### 4.2.2 Relationship with existing probabilistic programming frameworks

Probabilistic-C++’s architecture is based on that of Probabilistic-C [PW14] – both use Sequential Monte Carlo (SMC) [DDFG01] to perform inference. In Probabilistic-C++, SMC duplicates likely model objects, using the C++ assignment operator, and discards others to keep a pool of particles with balanced likelihoods. The key difference between the two frameworks is that in Probabilistic-C particles are processes and duplication is done using POSIX `fork()`. Using `fork()` allows Probabilistic-C to be a probabilistic programming language, where the entire program can be viewed as a distribution and each process is a particle. On the other hand, it suffers from the overhead of `fork()`, which is orders of magnitude slower than the C++ assignment operator. For illustration, I compare the computational performance of the two frameworks on the linear regression example in Table 4.1. Probabilistic-C++ reduces the runtime and memory consumption of inference by over 1000×. Note that Probabilistic-C++ makes no algorithmic improvement over Probabilistic-C, and I therefore do not evaluate its regression performance, referring the reader to [PW14].

Compared to a traditional probabilistic languages such as Venture [MSP14] or Anglican [TvdMW15], we retain the ability of programming complex distributions without needing an entire new language. Probabilistic-C++ is integrated within BOAT. The models implemented in Probabilistic-C++ are Turing-complete, they can execute any C++ function. Some probabilistic programming languages such as Stan [CGH+16] restrict the class of allowed models to employ more advanced inference algorithms. In practice, I find Turing-completeness to be useful when modelling complex computer systems.

#### 4.2.3 Features and limitations of Probabilistic-C++

I now go over some of the features available in Probabilistic-C++ that I have found to be useful and are not always available in probabilistic programming languages. The subsection concludes on some of the limitations of Probabilistic-C++.

**Observes are top level.** In many but not all probabilistic programming languages, `observe` calls are forced to be top level. This means it is not allowed for an `observe` statement to be executed conditionally on the value of another variable. This is because
the resulting distribution would be ill formed. This is not enforced in Probabilistic-C. For this reason, Probabilistic-C calls itself a “compilation target for probabilistic programs” rather than a probabilistic language. It is designed to be a fast backend to higher level probabilistic languages. Probabilistic-C++ forces \texttt{observe} calls to be top level as they are called on the \texttt{ProbEngine} rather than within the probabilistic code itself. This guarantees that the content of the observe will be executed on all particles. This makes it suitable to be a probabilistic programming library, which can be exposed to users.

\textbf{Decoupled implementation of the model from the data used for inference.}

Some probabilistic programming frameworks mix definitions of probabilistic models with the data used for inference. This is, for example, the case in the Python-like probabilistic program pseudo-code from section 4.1.1. In Probabilistic-C++ the two are decoupled, making the model definitions simpler.

\textbf{Decoupled predictions from the model.} Another decoupling is that we can separate the model definition from the statistics we are trying to gather about the model. In the linear regression example I predicted the mean value of $\beta$ in the posterior distribution. If we want to average more complex expressions, we can do so using C++ lambda functions. Say we had computed the mean value of $\beta$ as $\texttt{beta.mean}$, the variance could be computed as:

\begin{verbatim}
1 beta_variance = engine.average(
2     [&](const LinearModel& m){
3         return pow(m.beta - beta_mean, 2.0);
4     }));
\end{verbatim}

\textbf{Incremental observes.} Most probabilistic programming languages are designed to perform inference on a static dataset. As described above, the data may even be included in the program. Within the context of Bayesian optimisation, each iteration leads to new data that must be incorporated in the model. Therefore, when receiving the $k$th observation, it is beneficial to be able to re-use the inference performed for the $k - 1$ previous samples rather than starting from scratch. In Probabilistic-C++, this is the default behaviour; \texttt{observe} calls are performed incrementally, internally performing another time step of SMC. In contrast, in Probabilistic-C, because \texttt{observe} statements are part of the compiled program, the inference would have to be run from scratch.

\textbf{Deterministic observes.} The resampling step used by SMC allows likely particles to be replicated many times. In turns, this means when an \texttt{observe} call performs random actions, the likely particles will get many more “shots” at choosing the action that best explains the data. The downside of resampling is that it eventually leads to degeneracy, as explained in Section 4.1.2. When the \texttt{observe} call performs no random actions, we would hence like to avoid this resampling. \texttt{ProbEngine}s in Probabilistic-C++ includes an \texttt{observe.deterministic} method, allowing them to perform an \texttt{observe} without the corresponding resampling step.
Quantifying the quality of a model. Performing inference on a model is useful. However, sometimes we would like to query the quality of the model itself. In Bayesian statistics, this can be measured through the marginal likelihood. In Probabilistic-C++, given a `ProbEngine` `engine`, we can query the logarithm of the likelihood as `engine.get_marginal_log_likelihood()`. As described in Section 4.1.2, this can be readily computed when using SMC for inference by averaging the likelihoods of all particles.

Dynamically changing the number of particles. Having many particles allows the inference to be more accurate, but it also leads to a greater computational cost. Sometimes we would like to adjust the number of particles based on the difficulty of performing inference at a given time step. Given a `ProbEngine`, this can be done in Probabilistic-C++ by calling `engine.set_num_particles(int)`. The engine will perform an extra resampling step to adapt the number of particles. Typically, this will be used to have very large numbers of particles for the first few observations, so we can have many samples from the prior distribution. Afterwards, once the randomness only comes from the `observe` calls, we can reduce the number of particles for the rest of the computation and pay a lower computational cost.

Serialising probability distributions. It is often useful to be able to save an inferred distribution to a file so it can later be reused, either for prediction or further inference. In Probabilistic-C++, this can easily be achieved by implementing a `serialize` member function of model classes using Boosts serialisation library [Boo16]. This can be used to store all properties of a probabilistic engine, including all of its particles, to a file so it can be loaded again later. Listing 4.5 shows how this is implemented in the `LinearModel` example by adding a member function.

I now discuss some of the limitations of Probabilistic-C++ and its underlying SMC inference algorithm.

SMC as the only inference algorithm. In Probabilistic-C++, SMC is the only available inference algorithm. In contrast, many probabilistic programming languages offer access to a variety of inference methods such as Metropolis-Hastings, Gibbs sam-
int sort_and_hash(vector<int>& array) {
    sort(array.begin(), array.end());
    int result = hash(array);
    return result;
}

Listing 4.6: Implementation of sort_and_hash.

pling, slice sampling, Hamiltonian Monte Carlo or variational inference [TKD+16, RG15, MSP14, TvdMW15]. Different inference algorithms will be best suited to different types of models. Hence allowing a variety of inference methods increases the range of probabilistic programs that can be performed inference over. By only allowing the use of SMC, Probabilistic-C++ can therefore only perform inference over a narrow range of models. I now discuss which models fall within that range.

Limitations of SMC. Typically, most of the random draws done by a model in Probabilistic-C++ will be performed in the constructor, when we sample the model parameters. As described in Section 4.1.2, SMC will perform poorly when we perform too many draws at once with no observation in-between informing us of the quality of those draws. Hence, if the model’s prior distribution samples too many parameters at once, inference will perform poorly. Typically we will be using on the order of $10^5$ particles. In practice, this means we should not expect to successfully perform inference on more than five continuous model parameters accurately. This is a clear limitation and if it is not tackled, we will not be able to model complex systems accurately. The next subsection describes how a user can expose the independence and conditional independence available in a model to help the inference converge.

4.2.4 Exploiting model independence

This subsection discusses the exposition of model independence in Probabilistic-C++. As a running example, I will attempt to model the execution time of three functions: sort() which sorts an array, hash() which hashes an array, and sort_and_hash which sorts and then hashes an array. I assume that executing sort_and_hash requires the same amount of time as executing sort() and hash() subsequently. Listing 4.6 shows its implementation. Figure 4.1 shows the graphical representation of the model and the data. I assume we already have the model classes SortModel and HashModel which model the execution time of sort() and hash() as a function of their parameters.

I first show the way this model would traditionally be implemented in probabilistic programming (Section 4.2.4.1). This implementation may require too much inference work to be performed by the model and could lead to poor inferred parameters. I then present a way to leverage the independence of the model to help the model converge, and show its implementation in Probabilistic-C++ (Section 4.2.4.2). This implementation assumes we only have data from sort() and hash() and none from sort_and_hash, but we still
would like to be able to make predictions for sort() and hash(). I show how this method also applies to conditional independence using the garbage collection case study model as an example (Section 4.2.4.3). Finally, I show we can leverage both independence and measurements from sort_and_hash, albeit at the cost of incremental observes (Section 4.2.4.4).

### 4.2.4.1 Traditional Probabilistic Programming implementation

The traditional way to express the graphical model of Figure 4.1 in probabilistic programming is as follows. The entire model would be placed in a single model class. Listing 4.7 does this by placing a SortModel and HashModel into a combined class FullModel. The default constructor of FullModel, implicitly defined with C++’s semantics, will call the default constructors of SortModel and HashModel. The issue with this approach is that the parameters of both SortModel and HashModel will be sampled at once in FullModel’s constructor. Hence, the total number of model parameters being sampled by the constructor of FullModel may be high. This may lead to few model objects having parameters which explain the data well.

### 4.2.4.2 Exposing model independence

I now show how some structure of the probabilistic model can be leveraged to help the inference engine. There is a notion of independence that can be extracted. SortModel and HashModel both are sampled independently and perform inference on different data (assuming we have no data for sort_and_hash). But we still would like to perform predictions based on their joined distribution. Probabilistic-C++ offers a way to do this. In Listing 4.8, I implement two separate ProbEngines for the two models. I then use the Probabilistic-C++’s `average` function to average a prediction over multiple engines.

The first time the function `value()` is called on an engine within an `average`, the engine performs a temporary resampling steps. This is so that each of its model objects have identical probabilities, and it has as many model objects as the number of samples used for `average` (a parameter passed implicitly). Then, if `value()` is called at the i\textsuperscript{th} iteration
class FullModel {
  // Three types of predictions
  double predict(const SortParameters& parameters) {
    return sort_model.predict(parameters);
  }

  double predict(const HashParameters& parameters) {
    return hash_model.predict(parameters);
  }

  double predict(const SortParameters& sort_parameters,
                 const HashParameters& hash_parameters) {
    return sort_model.predict(sort_parameters) +
           hash_model.predict(hash_parameters);
  }

  // Three types of observes
  double observe(const SortParameters& parameters, double runtime) {
    return sort_model.observe(parameters, runtime);
  }

  double observe(const HashParameters& parameters, double runtime) {
    return hash_model.observe(parameters, runtime);
  }

  double observe(const SortParameters& sort_parameters,
                 const HashParameters& hash_parameters, double runtime) {
    double prediction = sort_model.predict(sort_parameters) +
                        hash_model.predict(hash_parameters);
    return normal_lnp(prediction, runtime, 0.1);
  }

  SortModel sort_model;
  HashModel hash_model;
};

int main(){
  ProbEngine<FullModel> engine;
  // Use the model for inference on any type of data
}
// Assume we have some data in sort_measurements and hash_measurements
// And that we want to predict the runtime of sort_and_hash in sah_parameters
ProbEngine<SortModel> sort_model;
ProbEngine<HashModel> hash_model;

// Perform inference on the models independently
for (const auto& m : sort_measurements)
    sort_model.observe(m.sort_parameters, m.runtime);
for (const auto& m : hash_measurements)
    hash_model.observe(m.hash_parameters, m.runtime);

// Use both models to make a prediction
double prediction = average(
    [&](){
        // Use value() to retrieve an engine's content
        return sort_model.value().predict(sah_parameters.sort_parameters) +
               hash_model.value().predict(sah_parameters.hash_parameters);
    });

Listing 4.8: Performing observations on SortModel and HashModel independently and using their joint distribution for predictions.

of average, the engine returns the $i$th of its model objects. Once average returns, the resampling is undone to avoid causing degeneracy. An arbitrary number of engines can be used in a function being averaged.

Note that in the context of Listing 4.8, where we predict the average sort and hash time, this approach is not necessary as we could simply add the predictions of each model independently. However, the approach is also applicable to models whose predictions are not simply summed together.

4.2.4.3 Exposing model conditional independence

In a similar way to how we exploited independence above, we can exploit conditional independence. Consider the garbage collection model presented in Section 3.2.1. The model is composed of three parts, first GCRateModel and GCDurationModel predict the rate and average duration of the garbage collections respectively as a function of the GC flags values. Then LatencyModel predicts the 99th percentile latency of the database as a function of the rate and duration of GCs and the flag values. Whenever we perform an experiment and measure empirical data, we collect the true rate and duration of GCs as well as the 99th percentile latency.

Note that given the true rate and duration of GCs, LatencyModel is independent of both GCRateModel and GCDurationModel. This is called conditional independence, a property
ProbEngine<GCRateModel> rate_model;
ProbEngine<GCDurationModel> duration_model;
ProbEngine<LatencyModel> latency_model;

// Perform inference on the models independently
rate_model.observe(gc_flags, result.rate);
duration_model.observe(gc_flags, result.duration);
latency_model.observe(gc_flags, result.rate,
                      result.duration, result.latency);

// Predict the latency of gc_flags
double latency_prediction = average(
    [&](){
      double rate = rate_model.value().predict(gc_flags);
      double duration = duration_model.value().predict(gc_flags);
      return latency_model.value().predict(gc_flags, rate, duration);
    });

Listing 4.9: The overall model of the garbage collection case study, originally described as a graph in Figure 3.2.

often used in graphical models, and key to some inference algorithms such as Gibbs sampling [Mur12]. To exploit it here, we simply perform inference on each of the models separately. When predicting a 99th percentile latency, we can use the average function as we did above. Listing 4.9 shows the high level implementation of the garbage collection model using average.

4.2.4.4 Combining models for inference

Finally, I go back to the sort_and_hash example and consider the case where we also have measurements from sort_and_hash. In this context, we must use the FullModel data structure to perform inference on those measurements. However, we can still use the data from sort and hash to perform inference on their specific part of the model initially. Listing 4.10 shows how to do this. At the top, we implement a new constructor for FullModel which takes as input its SortModel and HashModel parameters. This will allow us to create FullModel objects which come from a specific distribution, different from the default constructor’s one.

Underneath, we create two ProbEngines for SortModel and HashModel to perform inference on their respective data. We then construct a third ProbEngine for FullModel. We use Probabilistic-C++’s method create_from_engines to construct its particles from the other two engines. Internally, this combines the particles of both ProbEngines and uses FullModel’s new constructor to combine them into FullModel particles. Once this is done, we can use the sort_and_hash measurements to perform inference on the FullModel ProbEngine.

When compared to the traditional probabilistic programming approach, as presented
Listing 4.10: Combining independent models to perform joint inference.

In Section 4.2.4.1, the implementation presented here has the following advantages and disadvantages.

**Advantage**: Better convergence. Given a dataset and a fixed amount of computational power, the implementation presented here will converge better to the true posterior distribution.

**Disadvantage**: More complex implementation. This makes the implementation more error prone. Users should only implement it if they do require the better convergence brought by the technique.

**Disadvantage**: No $O(1)$ incremental observation. This is because the order in which observations now matters, we must first observe all measurements associated with individual models before they are combined. Hence, unlike Section 4.2.4.1’s implementation, the implementation here cannot perform a small amount of incremental work per new observation. For example, say new data of `sort`’s performance is made available. We can integrate this data incrementally into `sort_model`. But `sort_and_hash_model` will have to be constructed from scratch with the newly inferred `sort_model` particles. All of the `sort_and_hash` measurements will have to be
used for inference again. Hence, the cost of adding a new measurement in the model will go from $O(1)$ to $O(n)$, where $n$ is the amount of data available for inference.

In practice, I never use this last approach. Instead, I design my models so that each model class is used to predict one specific type of measurement, and use the true value of these measurements to exploit conditional independence. The next section discusses the construction of realistic models using a semi-parametric approach.

### 4.3 Probabilistic Programming in Practice

Developers build bespoke auto-tuners in BOAT by declaring a probabilistic model of the system’s behaviour. This section first presents semi-parametric models [Mur12], an easy to use class of probabilistic models that are well suited to SBO (Section 4.3.1). I then show how a semi-parametric model can be used in Probabilistic-C++ via an example from the garbage collection case study (Section 4.3.2). Finally, I list some design considerations for models used in SBO (Section 4.3.3).

#### 4.3.1 Semi-parametric models

There are two desirable properties that a model should have in the context of SBO:

- It should understand the general trend of the objective function to avoid exploring regions of low performance. This wastes iterations and, when optimising runtime, can lead to longer evaluations.

- It should have high precision in the region of the optimum, to find the point with highest performance.

Semi-parametric models, which I now describe, can fulfil both properties. They are a combination of parametric models and non-parametric models. As a running example, I model the average time needed to insert an element into a sorted vector as a function of its length. This has complexity $O(n)$, but implementations will have runtimes affected by cache effects and other hardware properties. Figure 4.2 compares the predictions of a parametric, non-parametric and semi-parametric model after observing five points from the dataset. The data was obtained using the `boost::flat_set` data structure [Boo16] and averaged over a million runs.

Parametric models learn a fixed number of parameters. For example, `LinearModel`, from Section 4.2.1, is a parametric model that learns two parameters alpha and beta. Parametric models allows developers to specify the expected behaviour of the system. In the
example, this means specifying that the relationship between length and time is linear and not, for example, quadratic. They, however, cannot fit subtleties in the data. I fit a linear regression to five data points from the sorted-vector data in Figure 4.2a. Although the general trend is correct, the model fails to fit all of the data points as they are not strictly linear.

On the other hand, non-parametric models learn an unbounded number of parameters that grows with the training data. For example, in the $k$-nearest neighbour algorithm each training example is memorised so it can be used for prediction. Non-parametric models typically provide no direct way to specify a general trend. Gaussian Processes (GPs), used in traditional Bayesian optimisation, are a powerful family of non-parametric models. I use a GP to fit the same five points from the sorted-vector data in Figure 4.2b. They succeed at fitting all of the data points, but fail to grasp the overall trend. In the context of Bayesian optimisation, this can lead to the over exploration of regions with poor performance. This may seem acceptable for the sorted vector example, but the number of these regions grows exponentially with the number of dimensions.

Semi-parametric models combine a parametric model and a non-parametric one. The non-parametric model is used to learn the difference between the parametric model and
class GCRateModel{
    GCRateModel(){
        // Prior distribution on the parameters
        allocated_mbs_per_sec = uniform_draw(0.0, 5000.0);
        gp.stdev(uniform_draw(3.0,30.0));
        gp.linear_scales({uniform_draw(0.0, 15000.0),
                          uniform_draw(0.0, 20.0)});
        gp.noise(uniform_draw(0.001, 0.01));
    }

    double parametric(int ygs, int sr){
        //Compute the size of eden used by the JVM
        double eden_size = ygs * sr / (sr + 2);
        return allocated_mbs_per_sec / eden_size;
    }

    double predict(int ygs, int sr, int mtt) {
        return gp.predict({ygs, sr, mtt}) + parametric(ygs, sr);
    }

    double observe(int ygs, int sr, int mtt, double observed_rate){
        return gp.observe({ygs, sr, mtt},
                          observed_rate - parametric(ygs, sr));
    }

    double allocated_mbs_per_sec;
    GaussianProcess gp;
}

Listing 4.11: Semi-parametric model of the rate of garbage collections.

the observed data. In Figure 4.2c, I fit the sorted-vector data with a semi-parametric model that simply combines the previous two models. Predictions interpolate all data points, and correctly keep increasing with larger vector sizes.

It is interesting to note that some of the earlier work on Gaussian Processes was concerned with performing inference over such semi-parametric models. For instance, O’Hagan [O’H78] presents a method to perform full Bayesian inference on semi-parametric models where the parametric part of the model is of the form $h(x)^T \beta$, $h()$ is a fixed set of basis functions and a Gaussian prior is placed on the parameters $\beta$.

4.3.2 Semi-parametric models in Probabilistic-C++

To build a semi-parametric model in Probabilistic-C++, both the parametric and non-parametric parts of the model must be included in the model class. The non-parametric model is used to model the difference between the parametric model and the observed data.
Probabilistic-C++ comes with its own Gaussian Process implementation which can be used as for non-parametric models. It is implemented on top of the high performance Eigen library for linear algebra [GJ+10]. It implements the incremental version of Cholesky decomposition at an $O(n^2)$ complexity, as described in Section 2.1.2. Its API also makes its intuitive to use in the context of Probabilistic-C++.

For example, recall from Section 3.2.1 that in the context of the garbage collection (GC) case study, the rate of GCs is inversely proportional to the size of the eden heap region of the JVM. The \texttt{GCRateModel} class, shown in Listing 4.11, is a semi-parametric model. It predicts the rate of GCs as a function of the young generation size flag ($\texttt{ygs}$), the survivor ratio flag ($\texttt{sr}$), and the max tenuring threshold flag ($\texttt{mtt}$).

It has two fields: \texttt{allocated\_mbs\_per\_sec}, a probabilistic variable part of the parametric model, and \texttt{gp}, a Gaussian process as the non-parametric model. The constructor assigns values from the prior distribution to \texttt{allocated\_mbs\_per\_sec} and \texttt{gp}'s hyperparameters. The parametric model computes the size of the eden region as a function of the flag values and returns its estimate for the rate of garbage collections. In \texttt{predict} and \texttt{observe}, the Gaussian process object \texttt{gp} models the difference between the parametric model and the true rate as a function of the flag values.

Although simple, this model understands the general behaviour of the rate of GCs as a function of the flag value.

### 4.3.3 Designing models for bespoke auto-tuners

In conclusion, here are the main takeaways of how a probabilistic model should be designed in the context of an SBO:

- **Create one model class per type of collected runtime measurements if possible.** Runtime measurements will often allow to exploit conditional independence, as show in Section 4.2.4. This helps the inference algorithm converge. Hence, it is best to build the model classes as a function of the measurements available.

- **Make each model class semi-parametric.** For reasons presented above, semi-parametric classes will both be able to interpolate the data and generalise well.

- **Only add structure to the parametric part of models if it has shown to converge too slowly.** In the context of SBO, non-parametric models require little developer effort. Including parametric parts to describe general behaviour will help the optimisation converge faster but requires some analysis. In my experience, complex parametric models designed in a narrow setting may also fail to generalise. Therefore, when building a model for an SBO, I recommend beginning with non-parametric models. Then, add structure to the model until the optimisation converges in a satisfactory time.
4.4 Inference with non-Gaussian likelihoods

A frequent difficulty when benchmarking short lived computer programs is the high variance of their runtime. Measuring the execution time of the same program multiple times will often show a complex long tailed distribution. This is especially true if there are other concurrent programs being executed on the same machine or system, and they are competing for resources.

To illustrate this, I repeatedly perform the same computation, consisting of simple local floating points operations, on an m4.xlarge EC2 instance with four hyper-threads. Concurrently, I execute four infinite bash loops designed to use CPU. Hence, there are a total of five running threads competing for the machine’s four hyper-threads. Figure 4.3 show the distributions of observed runtimes of the simple floating point operation. We see that although there is a clear mode slightly below 10ms, the distribution has a complex multi-modal long tail.

This behaviour makes inference difficult. I find that standard long-tail statistics distributions, such as log-normal distributions, tend to underestimate the length and thickness of the tail. If we are doing inference with a semi-parametric model using a Gaussian process,
as suggested in the previous section, they will use a Gaussian likelihood to model noise which is particularly unsuited to this noise distribution. When observed, the outliers will produce low likelihoods, unless we use a high noise standard deviation parameter with the Gaussian process in which case it will learn slowly.

The traditional approach to tackle this problem is to repeat the execution many times and average the results. The central limit theorem guarantees that as long as the executions are independent, the distribution of these averages will be normally distributed around the true mean. However, this approach is clearly wasteful of resources. Some information is contained in the short measurements and we should consider how it can be exploited. In the context of SBO, we will rarely optimise the execution time of short programs, but we could be optimising the execution time of a long program which generates many short measurements.

In this section, I consider the task of modelling the long tailed noise distribution of computations. I present three contributions:

- I discuss a generic method to perform Gaussian process inference on measurements with an input-dependent non-Gaussian noise distribution using particle filtering algorithms and pseudo-measurements (Section 4.4.1). Although the general approach is not new, I am not aware of prior work applying it to the context of Gaussian processes.

- I present a way to empirically generate an approximate noise distribution for the execution of single threaded computer programs, and to use this distribution for inference (Section 4.4.2).

- I evaluate this method on a matrix multiplication dataset. The goal is to infer the average runtime of matrix multiplications based on the dimensions of the matrices (Section 4.4.3).

### 4.4.1 Gaussian process inference on non-Gaussian noise functions with particle filters

Consider performing inference on a Gaussian process within a particle filter as presented in the previous section. We are modelling a function \( f() \) such that

\[
f(x) \sim \mathcal{GP}(0, k(x, x')).
\]

In a noisy environment, we are trying to perform inference from a measurement \( y \):

\[
y = f(x) + \varepsilon
\]
where $\varepsilon$ is distributed from a noise function $\varepsilon \sim p_n(\varepsilon \mid x)$. I make the assumption that $p_n()$ is only dependent of the value of $f()$ at that point: $p_n(\mid x) = p_n(\mid f(x))$. Further, I make the assumption that $p_n()$ can only be sampled from. We do not have access to its likelihood.

If $p_n()$ is not a normal distribution, we cannot feed a measurement $y$ directly into the Gaussian process. Instead, we have to create a pseudo-measurement $y'$. I describe two ways of doing this. First, the traditional probabilistic programming approach, based on forward sampling. Second, an approach that uses backward sampling. It assumes that from a measurement $y$, we can sample backward from the noise distribution $p_n(f(x) \mid y)$.

In the first approach, we sample a pseudo-measurement $y'$ from $N(\mu(x), \sigma^2(x))$ and make the GP observe it. In Probabilistic-C++, this can be done in a single step using `GaussianProcess::sample_and_observe()`. Then, we sample a noise $\varepsilon$ from the distribution $p_n(\mid y')$.

At that stage, we have the model’s prediction for the measurement $y' + \varepsilon$ and the true measurement $y$. If we were rigorous, we would return as the particle’s likelihood 1 if $y = y' + \varepsilon$ and 0 otherwise. Since we are modelling continuous values, it’s unlikely that both values will ever match. Instead, we allow for some small error from the sampling and use a normal likelihood centred on $y' + \varepsilon$ with variance $\sigma^2_n$. In Probabilistic-C++, this means returning `normal_lnp(y' + \varepsilon, y, \sigma_n)`.

There are two issues with this approach. First, we do not use the GP’s ability to model Gaussian noise, which is one of its modelling strengths. Second, we’re sampling from two distributions, which requires a fair amount of inference.

The second approach tackles both these issues. Using the ability to backward sample from $p_n()$, we sample $y' \sim p_n(f(x) \mid y)$. We then make the GP observe $y'$ and return as the particle’s likelihood the likelihood returned by the GP. Once again, to allow for some small error from the sampling, we assume $y'$ is normally distributed around $f(x)$ with variance $\sigma^2_n$. However, in this case, it can simply be integrated in the GP’s covariance function as noise.

I find it is sometimes possible to empirically construct an approximation of this distribution $p_n(y'_t \mid y_t)$. The next subsection shows how I construct this distribution in the context of single threaded programs.

### 4.4.2 Empirically constructing the noise distribution

This subsection presents a method to build an empirical distribution of the noise in measured runtimes in the context of the execution of single threaded programs. I present a data structure called `OSTimeSampler` which lets us sample from the posterior of the noise distribution. Given a measured runtime $y$, `OSTimeSampler` can sample an average execution time which could have generated $y$. 

Figure 4.4 summarises the architecture of \texttt{OSTimeSampler}. There are two phases, a \textit{load} phase in which \texttt{OSTimeSampler} gathers data by measuring the runtime of computations, and a \textit{sample} phase in which we will be able to sample from the distribution. The load phase should be executed in the same context as the experiments which we would like to perform inference over.

In the load phase, \texttt{OSTimeSampler} iteratively performs a fixed short computation. In the actual implementation, the computations consists of a thousand floating point divisions. It performs this computation \( k \) times, where \( k \) is an input parameter. At the end of each iteration \( i \), it stores \( t_i \), the time that elapsed since the load phase started. I call this a “tick”. By performing this procedure over a long enough time, we can get a good estimate of the mean duration of each tick as \( t_k/k \).

In the sample phase, \texttt{OSTimeSampler} can be sampled from. This procedure is shown in Algorithm 4.3 and takes as input a measured runtime \( t \). \texttt{OSTimeSampler} selects a random tick \( \tau \) on the array with associated time \( t_\tau \). From there, the goal is to estimate, from when tick \( \tau \) happened, how much work was performed in the following time \( t \).

To do so, \texttt{OSTimeSampler} finds the last tick \( \tau' \) with time smaller than \( t_\tau + t \) using a binary search. It then linearly interpolates between ticks \( \tau' \) and \( \tau' + 1 \) to account for the difference between \( t \) and \( t_\tau' - t_\tau \). This yields an estimate for the quantity of computational work that occurred over the time \( t \).

Finally, \texttt{OSTimeSampler} returns the average time needed to execute this computation by using its computed average tick time. From a Bayesian point of view, this procedure samples from the posterior distribution of average times given \( t \), with a uniform prior over average times.

In the context of semi-parametric models implemented in Probabilistic-C++, \texttt{OSTimeSampler} can be used to pre-process a measured execution time by each model object independently. Then, as is done in semi-parametric models, we subtract the time predicted by the parametric model from this sampled average time. We feed this difference to the GP.
Algorithm 4.3 Sampling procedure of $\text{OSTimeSampler}$.

**Input:** Measured time $t$ of the computation

1: Sample $\tau \sim U(1, k)$
2: Binary search greatest tick $\tau'$ such that $t_\tau - t_\tau' < t$
3: $\text{work} \leftarrow \tau' - \tau + \frac{t - (t_\tau - t_\tau')}{t_{\tau'+1} - t_{\tau'}}$
4: Return $\text{work} \times \text{average\_tick\_time}$

we return the GP’s likelihood for the measurement as the model object’s likelihood of observing the data.

The SMC procedure will then assign low probabilities to particles which found this data unlikely, possibly due to a bad sample from the $\text{OSTimeSampler}$, and high probabilities to those which found the data likely. Over time, particles which selected bad $\text{OSTimeSampler}$ samples will be deleted through resampling and others kept. This sort of inference over a single random draw per measurement is what SMC is most suited to. In the next subsection, I evaluate $\text{OSTimeSampler}$ and show code examples of its use.

### 4.4.3 Evaluation

I evaluated the method proposed in this section by comparing the performance of a model which uses the sampler, against a model that does not. The models infer the average time needed to multiply two matrices $A$ and $B$ of size $l \times m$ and $m \times n$ respectively.

**Data.** I sampled 100 random pairs of matrices, with $l$, $m$ and $n$ each sampled at uniform random in the range $[50, 500]$, and the content of the matrices being drawn at random between 0 and 1. All of my measurements were performed in the environment described at the beginning of this section: a four hyper-thread $m4.xlarge$ EC2 instance with four other concurrent processes executing infinite bash loops. The distribution of Figure 4.3 is therefore representative of the computation noise.

After “warming up” the program for a while by executing some other random matrix multiplications, I measured the time to multiply each of the matrix pairs. Multiplications were performed using the Eigen library [GJ+10] in single threaded mode. I did some other random matrix multiplications between each pair to avoid the times being correlated. Most of the measured times lie between 0.1ms and 50ms.

The goal of inference is to deduce the average time to perform a matrix multiplication as a function of the matrices dimensions. Hence, it is useful to have an estimate of these average times in order to measure the error of the models. I therefore subsequently repeated the same experiment 100 times to have an accurate estimate of the average time needed to multiply each matrix pair. Finally, I executed the load phase of $\text{OSTimeSampler}$ in this environment.

**Model.** I designed a semi-parametric model which attempts to predict the time to
multiply the two matrices as a function of \( l, m \) and \( n \). The parametric part of the model contains a single parameter \( \alpha \). It predicts the execution time as \( \alpha lm n \). The non-parametric part is a Gaussian process with 0 mean and standard deviation \( \sigma \) being inferred by the probabilistic program. Its length-scale \( \ell \) is the same for all three dimensions and is inferred too. Finally, the noise per measurement \( \sigma_n \) is inferred as well.

I compared two versions of this model. First, the non-sampling version in which the runtime measurement is not preprocessed. This means the noise is modelled as Gaussian. Second, the sampling version in which I sampled an average execution time using \texttt{OSTimeSampler}. All of the parameters prior distributions are identical except for the noise of the Gaussian process \( \sigma_n \). In the first version the Gaussian process is responsible for modelling all of the noise, and the posterior distribution of \( \sigma_n \) is centred around 8.0ms. In the second version, as \texttt{OSTimeSampler} models most of the noise, the values of the posterior of \( \sigma_n \) tend to lie near 0.15ms. I therefore adapted the prior distributions accordingly.

To show the simplicity of using \texttt{OSTimeSampler}, I show the implementation of the \texttt{observe} function of the second model in Listing 4.12. I use each model in a \texttt{ProbEngine} with 100,000 particles. In the non-sampling version, I take advantage of the deterministic nature of the observes by always using \texttt{observe_deterministic}, hence no resampling is performed.

Figure 4.5 shows the evolution of the marginal log-likelihood as the data is measured.

```c
double observe(int l, int m, int n, double time) {
    time = os_time.backwards_sample_milisecs(time);
    time -= parametric(l, m, n);
    return gp.observe({l, m, n}, time);
}
```

Listing 4.12: Using \texttt{OSTimeSampler} in a model class.

![Figure 4.5: Evolution of the marginal log-likelihood as both models observe the data.](image-url)
Initially, both models were similarly surprised by the data. But as more measurements were made available, the sampling version started understanding the distribution and hence explained the data better. After all measurements were processed, the sampling version had a much higher log-likelihood.

Once both models were been trained, I queried them on each item from the training set, and compare their inferred average time with the estimated average time. This is analogous to *smoothing* in particle filtering. Table 4.2 shows the root mean squared error of both trained models.

The sampling model is significantly more accurate than the non-sampling version. This is because, in order to explain the outliers, the non-sampling model is forced to use a very large noise, above 8.0ms, which is greater than most measurements. Hence, it ends up barely learning from the data. In comparison, the sampling version infers a very small noise, around 0.15ms, and explains the rest via `OSTimeSampler`.

The environment which I used to generate the data is extremely noisy and hence showcases `OSTimeSampler` well. In more stable cases, such as an otherwise free machine, I find `OSTimeSampler` still brings an improvement over the naive non-sampling version, albeit not as clearly. In more complex distributed environments, `OSTimeSampler` is not applicable and I resort to repeating runs.

`OSTimeSampler` was originally designed in the context of the sort case study. However it turned out that, due to the cost of the numerical optimisation stage of the Bayesian optimisation, it was more efficient to repeat brief measurements in order to get an accurate measurement. Hence, none of the case studies evaluated in Chapter 7 make use of it.

### 4.5 Fast non-parametric models

As mentioned in Section 4.3.1, non-parametric models are crucial to Bayesian optimisation. They let us accurately model the region around the optimum. Gaussian processes are the non-parametric tool of choice when performing Bayesian regression. However, one of the difficulties of Gaussian Processes is their computational complexity, as discussed in Section 2.1.2. After \(n\) observations, the cost of making a prediction is \(O(n^2)\). In traditional Bayesian optimisation, this is often acceptable as the optimisation performs one observation per iteration and runs for dozens of iterations. In our context, however, this cost can be prohibitive as each iteration may yield thousands of observations.
In this section, I present a novel treed Gaussian process model which is well suited to the Probabilistic-C++ framework. While not statistically rigorous, it performs well in practice.

Section 4.5.1 lists the desirable requirements from a non-parametric model and discusses why the existent extensions to Gaussian processes, highlighted in Section 2.1.4, were insufficient in this context. I then present my proposed approach (Section 4.5.2) and evaluate it (Section 4.5.3). Finally, I present two extensions which tend to make the model more robust (Section 4.5.4).

### 4.5.1 Requirements

Ideally, a non-parametric model would have the following properties:

- **Ability to compute the log-likelihood of observations.** When an observation is performed in Probabilistic-C++, each model object needs to return a log-likelihood quantifying how “surprised” it is to see that observation. This log-likelihood is what lets us establish which of the model objects best fit the observations. Non-parametric probabilistic models which are not Bayesian, such as random forests [Bre01], tend to not have a direct way of calculating this likelihood. This makes their application to Probabilistic-C++ difficult.

- **Have the memoisation property.** If we query a model on or near a point for which we have an observation, we want to guarantee that the corresponding prediction will match our observation. This requirement discards sparse Gaussian process approaches [SWL03, SG05, Tit09] which approximate a Gaussian process by fitting it on a restricted number of synthetic data points.

- **Sub-linear prediction cost.** In order to be useful in a general context, users should not have to reduce the amount of data they feed the model in order to reduce its computational complexity. The model should have a sub-linear prediction cost with respect to the number of measurements. This discards expert approaches [RG01, DN15]. Expert methods train multiple Gaussian processes on different subsets of the data. At prediction time, each of the experts is queried and their predictions are then weighted based on their confidence on the specific input. While this is under $O(n^2)$, it is still at least $O(n)$ as the input will be compared to each training data point.

- **Sub-linear observation cost.** In Bayesian optimisation, each iteration leads to new measurements being added into the model. In order to be practical, the time spent per observation by our model should not grow with the number observations performed so far. This discards the treed Gaussian process models proposed by
Gramacy et al [GL07]. These models use a decision tree data structure with Gaussian processes at the leaves. In order to integrate over the many possible trees, they use an Markov Chain Monte Carlo (MCMC) step which iteratively mutates the tree. This produces many decision trees, from which predictions are averaged out. Because this procedure is data-dependent, it must be executed before making predictions each time new observations are added. Performing MCMC on the entire decision tree is at least $O(n)$ and hence not practical in our setting.

### 4.5.2 Proposed approach

My approach is inspired by the treed-GP of Gramacy et al. In our context, the non parametric model is used as part of a probabilistic programming library. This means we could achieve the same property of integrating among many possible trees by allowing a distribution over trees as part of the probabilistic framework. The model works as follows.

I iteratively build a decision tree with GPs at the leaves. When a new input is observed, it is propagated down the decision tree and added to the GP at its leaf. A *threshold* parameter specifies the maximum number of data points that can be stored in a leaf. When a leaf grows beyond this threshold, it is recursively split it across one of the input dimensions. I pick the dimension which sees a maximum spread of the data points once normalised with the Gaussian process’ linear scales. Since Probabilistic-C++ allows users to provide a prior over those linear scales, different particles will split the data across different dimensions.

A few notable aspects and limitations of this procedure are:

- The data is no longer exchangeable with respect to the model. The order in which the data is observed by the model will have an influence on the dimensions used for splitting.

- The resulting model resembles a random forest. Each particle uses a decision tree to make predictions. An overall prediction is produced by averaging over all particles. However, the splits are deterministic given the GP’s linear scales. Hence, if the model has degeneracy, and only one of the original particles has a non-zero probability, all trees will have the same structure.

- If the threshold is larger than the number of measurements, the single leaf never gets split. This leads to traditional Gaussian process regression.

The next subsection evaluates this approach.
4.5. FAST NON-PARAMETRIC MODELS

4.5.3 Evaluation

I evaluated this treed-GP implementation in two contexts:

1. The matrix multiplication data presented in the previous section. There were originally 100 measurements, which I used as training data. I generated another 100 average matrix multiplication measurements which I use as a test dataset. I used the same model as the one presented in the previous section apart from a single difference: I draw the three length scales hyper-parameters of the GP individually so that different particles split the data across different dimensions.

2. A dataset from the sort case study. Each iteration of the Bayesian optimisation, I measured the individual times to sort 1000 arrays. Here I selected the data generated from a single iteration. I set the last 500 measurements to be the test set. I vary the size of the training set to evaluate its impact on performance. The model is semi-parametric and predicts each array’s sort time. It does so using three inputs: 
   (i) the array’s length, 
   (ii) the number of adjacent items in the array that are unordered and 
   (iii) the block.size parameter of the sort procedure, part of the configuration space in the case study.

In both contexts I evaluated the impact of the threshold parameter on the time to perform inference, and on the root mean squared error on the test dataset. All runtimes were evaluated on an m4.xlarge EC2 instance.

**Matrix multiplication data.** Figure 4.6 shows root mean squared error of the model and the inference time. Interestingly, the threshold value seems to have had little importance on the predictive performance of the model. In particular, the highest threshold is greater than the size of the data and hence we are simply fitting a single Gaussian process. The resulting error is only slightly lower than the other models.
Figure 4.7: Evaluation of the treed GP on the sort case study data, trained with 50 samples. Note that all thresholds above 50 simply use a single Gaussian process.

Figure 4.8: Evaluation of the treed GP on the sort case study data, trained with 400 samples.

**Sort case study data.** Figure 4.7 and 4.8 show the results on the sort data for a training set of size 50 and 400 respectively. I only used 1000 particles in the probabilistic engine, which explains why the inference times are shorter than for the matrix multiplication case. Interestingly, the threshold parameter had more of an impact on inference time than it did for matrix multiplication. I suspect this is because the smaller number of particles lead to more memory locality, making computational performance more important.

Once again, the deviation in resulting error are small. We would expect that with fewer measurements, the better generalisation properties of the GP would show. However, the treed GPs seem to perform reasonably well.
4.5.4 Extensions

I found the following further techniques led to more robust models:

- **Overlapped split.** When splitting a leaf into two after it has reached the threshold number of observations, I duplicate the \(k\) data points closest to the border on either side of the branch, where \(k\) is a parameter. I find this reduces the discontinuity that occurs across branches.

- **Not splitting at the median.** Often when performing optimisations, observations have a distribution that is centred near the optimum. When splitting a leaf into two, the region that loses the most precision is around the border. Therefore, if we were to set the border at the median, we would lose prediction power where it is most important. Instead, I set the border to be on the data point at index:

\[
\frac{3 - \sqrt{5}}{2} \times \text{threshold} \approx 0.382 \times \text{threshold}.
\]

This has the property that after a split followed by another split on the same dimension of the initially larger right leaf, the middle partition will be centred on the median.

In practice, I use this treed Gaussian process model by default when using a non-parametric model, with a threshold of 64 and an overlap of \(k = 3\).

4.6 Sampling from a model

In the next two chapters, I will present techniques that rely on our ability to sample a single instance of the model from a \texttt{ProbEngine}. This will allow techniques similar to Thomson sampling. In this section, I briefly explain how I achieve this in the context of \texttt{Probabilistic-C++}.

Sampling from a parametric model is simple. We select one of the particles with probability weighted by their likelihood. In \texttt{Probabilistic-C++} this can be achieved by calling \texttt{ProbEngine::single_particle_engine()} which will select one of the particles at random.

If the model class of the probabilistic model also contains a non-parametric model, then we must also sample a single response surface from that model. Sampling from the posterior of a Gaussian process is too computationally expensive to be practical in multi-dimensional domains. One way to approximate a sample would be to use the approximate spectral sampling techniques introduced by Hernández-Lobato et al. [HLHG14]. I use a simpler approach which works well in practice inspired by the upper confidence bound
acquisition function [SKSK10]. Recall from Section 2.2.2 that the upper confidence bound of a Gaussian process is written as:

\[
\alpha_{\text{UCB}}(x) = \mu(x) + \kappa \sigma(x)
\]  

(4.2)

where \( \kappa \) is a positive parameter. This gives a response surface that is higher than the mean. When sampling, I will want the surface to be sometimes higher and sometimes lower than the mean. I achieve this by simply picking \( \kappa \) from a standard normal distribution \( \mathcal{N}(0, 1) \).

Figure 4.9 compares samples drawn from the true posterior to approximated samples. A desirable property of this approach is that the resulting distribution of an input \( x \) is identical to its true distribution. However, unlike true samples from the Gaussian process, this response surface is not smooth at observed measurements, and tends to be flatter than true samples from the Gaussian process. When using a treed Gaussian process, as presented in the previous section, I sample a single value for \( \kappa \) for each of the Gaussian processes at the leaves. I did experiment with using a different sample of \( \kappa \) for each leaf, but the resulting sampled distributions were too discontinuous to be practical.

Hence, when sampling from a Probabilistic-C++ semi-parametric model, I sample a single particle from the \texttt{ProbEngine}. Then, for each non-parametric model in the particle (usually one), I sample a single value \( \kappa \) and subsequently use Equation 4.2 to make predictions. With my Gaussian process implementation, this is automated by using the method \texttt{GaussianProcess::set_sampling()} or \texttt{TreedGP::set_sampling()}.

### 4.7 Summary

This chapter presented a set of techniques and abstractions designed for a developer to build a probabilistic model of their system’s behaviour. The core abstraction is the one
offered by the Probabilistic-C++ programming library. It allows a developer to specify a prior distribution of their model and perform inference on it via observations.

In the context of a structured Bayesian optimisation, I argued that the best way to develop a model was to construct a set of independent semi-parametric models. They combine a parametric model, written by the developer, which can capture the overall trend of the data, with a non-parametric model, such as a Gaussian process, which will interpolate between measurements. One can design multiple semi-parametric models, representing different components of the system being modelled, and expose their independence to Probabilistic-C++ by performing inference on them independently.

Finally, I presented three techniques tackling different problems that may occur when performing structured Bayesian optimisation on a program’s performance. First, I showed how to tackle the long tail in the noise distribution of brief runtime measurements. Then, I presented a treed Gaussian process model which, unlike simple Gaussian processes, can handle very large numbers of measurements. Finally, I discussed how to sample from a probabilistic model, which will be useful for the numerical optimisation stage of a structured Bayesian optimisation.
CHAPTER 5

BOAT’s optimisation scheduling abstraction and its use for decompositions

With each iteration of a Bayesian optimisation, a numerical optimisation is performed. The goal is to find a configuration deemed promising by the model. In traditional Bayesian optimisation, an off-the-shelf optimiser will typically be used. Unfortunately, for complex optimisation problems, such off-the-shelf optimisers will often fail to converge. This is a significant issue, if the numerical optimisation fails to find good configurations, the Bayesian optimisation itself will not converge. This chapter is jointly concerned with two related topics. First, techniques which exploit the domain specific structure of a numerical optimisation problem to improve convergence. Second, the implementation of these techniques in the BOAT framework. It makes the following contributions:

- I present BOAT’s optimisation scheduling abstraction. Its key feature is the ability to nest optimisations within one another. This formalises an often used pattern of executing optimisations as part of another optimisation (Section 5.1).

- I show BOAT’s interface to off-the-shelf numerical optimisation methods, which can be used by default in a numerical optimisation. I quantify the limits of these methods by using two synthetic benchmarks inspired by the case studies presented in this dissertation (Section 5.2).

- I discuss how decompositions methods, which are often used in numerical optimisation problems, can be exploited to tackle the limits of off-the-shelf methods in the context of Bayesian optimisation. I show how decompositions are also easy to express using BOAT’s optimisation abstraction (Section 5.3).
Even when using decompositions, the convergence of the numerical optimisation may still be slow, especially for large configuration spaces. I present two new techniques which can be used to improve this convergence. The first one is based on structured Bayesian optimisation. Using decompositions can lead to performing optimisations with expensive objective functions – the objective function will itself consist of other optimisations. Hence, it can be useful to reduce the number of iterations at the cost of a higher overhead per iteration. This is exactly the trade-off offered by Bayesian optimisation and I show how it can be exploited in this context (Section 5.4). The second technique builds on top of the first one and uses an approach inspired by reinforcement learning. This allows the models used in Bayesian optimisation to “remember” the shape of the objective function between subsequent optimisations (Section 5.5).

I empirically compare the performance of these new techniques against traditional decompositions in the context of the sort case study (Section 5.6).

Note that within this chapter, I always assume the role of the numerical optimisation is to find the configuration predicted best by the model. This is different from optimising an acquisition function, as presented in Section 2.2, which optimises a combination of exploration and exploitation. I will discuss in Chapter 6 how the methods presented in this chapter can still be used for exploration. In essence, the methods discussed here will be used to generate Thompson samples.

## 5.1 Optimisation scheduling abstraction

This section introduces the optimisation scheduling abstraction offered by BOAT which can be used to optimise BOAT configuration spaces, as introduced in Section 3.3.2. This abstraction will prove useful in a number of contexts.

I first discuss how to assign values to BOAT parameters (Section 5.1.1) and show how this can be used within a simple optimisation (Section 5.1.2). I then present the key feature of BOAT’s optimisation abstraction: the ability to nest optimisations within one another (Section 5.1.3). Finally, I discuss the optimisation of a special type of parameters, ParameterPtrs which are BOAT’s way of handling dependencies in the configuration space (Section 5.1.4).

### 5.1.1 Assigning values to parameters

A parameter can be assigned to and read from by using its assign and value member functions respectively. The following code exemplifies these two functions:
RangeParameter<double> a(0.0, 1.0);
SimpleOpt<double> opt;
opt.set_iteration_function([&](){
    // a has no assigned value yet
    assert(!a.has_assignment());
    a.assign(uniform_real_distribution<>(0.0, 1.0)(generator));
    assert(a.has_assignment());
    return a.value() * (1.0 - a.value());
});
opt.run_optimisation();

// Print the best value found
std::cout << a.value() << std::endl;

Listing 5.1: Simple optimisation example.

RangeParameter<double> param(0.0, 1.0);
param.assign(0.4);
std::cout << param.value() << std::endl; //Prints 0.4

If a parameter already has an assigned value, attempting to assign another value will
result in an error. For example:

RangeParameter<double> param(0.0, 1.0);
param.assign(0.4);
param.assign(0.6); //Yields an error

Similarly, querying an unassigned parameter also yields an error:

RangeParameter<double> param(0.0, 1.0);
std::cout << param.value() << std::endl; //Yields an error

5.1.2 Simple optimisations

In practice, we want to use parameters for optimisations, and doing so involves iteratively
assigning different values to them to find out which ones yield better outputs from the
objective function. Listing 5.1 shows an optimisation which randomly samples values for
a parameter $a$ in the range $[0, 1]$ to minimise $a(1 - a)$.

At the beginning of each iteration, $a$ appears to be unassigned. Hence, we can assign it
a new value each iteration. Throughout iterations, the optimisation keeps track of the
different values that were assigned to $a$ and the corresponding result from the objective
function. Once the optimisation terminates – by default after 100 iterations – $a$ remains
assigned with the value that generated the highest objective value. I now explain how
this is implemented internally.
Each iteration of an optimisation, a parameter instance is implicitly created. Whenever a value is assigned to a parameter, the parameter instance of the current iteration is associated with it. The optimisation is responsible for managing the set of instances it creates. Once it returns, the instance that has yielded the best result of the objective function is promoted, and the other instances discarded. As a result, values assigned during this best iteration remain visible afterwards.

**Reading values from previous iterations.** Throughout an optimisation, it may be useful to be able to query previous parameter values. For example, simulated annealing, which I present in the next section, works by mutating one of the previously assigned configurations. The ParameterInstanceID of a previous iteration of an optimisation can be queried as

```java
ParameterInstanceID id = opt.get_parameter_instance_id(iter_number);
```

The values that were assigned to parameters on those iterations are then accessible by calling `param.value(id)`. When calling `value()` without an argument, as presented before, we are implicitly passing down the current iteration’s parameter instance.

**Abstraction offered by an optimisation in BOAT.** To summarise, an optimisation in BOAT offers the following abstraction. It implicitly takes as input a set of unassigned parameters. After the execution, the parameters are assigned with values which maximise the optimisation’s objective function.

### 5.1.3 Nested optimisations

The key aspect of BOAT’s optimisation abstraction is the ability to nest optimisations within one another. Say an optimisation was given the task of optimising a parameter \( a \). This means it must assign a value to \( a \) each iteration. The optimisation may delegate this task to a sub-optimisation. The sub-optimisation will be executed entirely each iteration of the higher level optimisation.

Although simple, this pattern of sub-optimisations is frequent and used by a range of optimisation techniques. Formalising it therefore simplifies the implementation of a number of optimisation methods. Two examples of nested optimisation already discussed in this dissertation are:

- **Bayesian optimisations** which performs a numerical optimisation each iteration to find promising values.

- **Portfolio acquisition functions**, described in Section 2.2.2, which make the numerical optimisation stage of the Bayesian optimisation perform multiple independent optimisations using different acquisition functions. At the end of the numerical optimisation, the parameters are left assigned with the values that maximise a meta-criterion.
void optim_single_param(RangeParameter<double> & param)
{
    SimpleOpt<double> opt;
    opt.set_iteration_function(
        [&](){
            param.assign(uniform_real_distribution<>(0.0, 1.0)(generator));
            return param.value() * (1.0 - param.value());
        });
    opt.run_optimisation();
}

int main()
{
    RangeParameter<double> a(0.0, 1.0), b(0.0, 1.0);
    SimpleOpt<double> opt;
    opt.set_iteration_function(
        [&](){
            optim_single_param(a);
            optim_single_param(b);
            return a.value() * (1.0 - a.value()) * b.value() * (1.0 - b.value());
        });
    opt.run_optimisation();
}

Listing 5.2: Nested optimisations example.

Furthermore, I will use this abstraction extensively later in this chapter to implement decompositions.

I here present an example of this behaviour, although it is too simplistic to be realistic. In Listing 5.2, I optimise two values $a$ and $b$, each in the range $[0, 1]$, to minimise the objective function $a(1.0 - a)b(1.0 - b)$. The task of the high level optimisation is to assign good values to $a$ and $b$. To do so, each iteration, it delegates this task to two sub-optimisations which optimise $a$ and $b$ individually.

Figure 5.1 shows how BOAT handles this internally. For each iteration, the corresponding optimisation keeps track of the parameter values that were assigned to the parameters, and the utility that was returned. When a sub-optimisation is executed, the task of tracking parameter values and their associated utilities is delegated to that sub-optimisation. This is the case in the upper left diagram of Figure 5.1, in which sub-optimisation 1 keeps track of the different parameter values that have been assigned to $a$.

Once the sub-optimisation returns, it selects the iteration that yielded the best utility. The associated parameter values are then promoted and considered part of the higher-level optimisation. This is shown in the lower left diagram of Figure 5.1 in which the best value found for $a$ within sub-optimisation 1 got promoted.

Finally, the lower right diagram shows the second sub-optimisation being executed. Because $a$ has been assigned a value through sub-optimisation 1, it appears as assigned. This means that calling $a$.value() within sub-optimisation 2 would return $a_3$. If instead, $a$.value() was called before sub-optimisation 1, before the upper left diagram, it would
result in an error as $a$ was not assigned to yet.

Throughout this dissertation, I often use a diagrammatic representation of sub-optimisations. Figure 5.2 shows the representation of the optimisation of $a$ and $b$, with both sub-optimisations.

### 5.1.4 Parameter pointers

Recall from Section 3.3.2 that `ParameterPtr` objects are designed to hold pointer to parameters or sets of parameters whose existence or domain is conditional. From the point of view of BOAT, `ParameterPtr`s are another special type of parameters and go through the same process of assignment and promotion. Unlike regular parameters, `ParameterPtr`s can only be assigned to via the `parameter_function()` of a `ParameterSpace` object. This is so that the optimisation procedure, which assigns values to parameters, can be decoupled from the domain properties.

The `parameter_function()` of `ParameterSpace` objects is executed lazily. When an optimisation calls `ParameterPtr::deref()` on a `ParameterPtr`, either it already has an assignment or it does not. If it does, `deref()` simply returns a reference to the corresponding content. If it does not, the `parameter_function()` of the enclosing `ParameterSpace` object is executed up to the point where the content of this `ParameterPtr` is created. The
ParameterPtr is then assigned with a pointer to this content. Finally, the content itself is returned.

A notable implementation detail is that parameter functions are executed via coroutines [Con63], which are program executions which can be interrupted and resumed, using Boost coroutine’s library [Boo16]. When a previously called parameter_function() is called again to create the content of another ParameterPtr, BOAT performs the minimum amount of work necessary. The previous execution of the parameter_function() is simply resumed up to the point where it assigns content to the ParameterPtr being dereferenced.

In conclusion, using BOAT’s optimisation abstraction, a developer can implement nested optimisations in a structured way. BOAT hides the implementation details of managing the values assigned to the parameters at each iteration. This allows the developer to focus on the core properties of the optimisation, such as its objective function, or the sub-optimisations it uses. The next section shows BOAT’s interface to off-the-shelf optimisation routines.

5.2 Interface to numerical optimisation routines

The previous section showed optimisations which randomly sampled values each iteration. This is extremely inefficient. This section presents BOAT’s interface to numerical optimisation routines. I show how to use off-the-shelf optimisation algorithms in Section 5.2.1. In parameter spaces with dependencies, these optimisers may not be applicable. I therefore present how to implement simulated annealing optimisations which are extremely general (Section 5.2.2). Finally, I quantify the capabilities of these generic optimisation methods (Section 5.2.3).
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```cpp
RangeParameter<double> a(0.0, 1.0), b(0.0, 1.0);
NLOpt<double> opt(a,b);
opt.set_utility_function([&](){
    assert(a.has_assignment() && b.has_assignement());
    return a.value() * (1.0 - a.value() - b.value());
});
opt.set_max_num_iterations(10000);
opt.run_optimisation();
```

Listing 5.3: Using the DIRECT optimisation algorithm in BOAT.

5.2.1 Off-the-shelf optimisers

BOAT offers an interface to the NLOpt toolbox [Joh14], as well as an implementation of the CMA-ES algorithm [HO01]. These optimisations take as part of their constructor the list of parameters they will be optimising. The code in Listing 5.3 optimises two parameters using the DIRECT algorithm [JPS93], which is used by default when using the NLOpt package. Using the CMA-ES algorithm can be done using the similar CMAESOpt class. In practice, I find that the DIRECT algorithm yields better performance than other off-the-shelf optimisation algorithms I have tried, and I therefore use it by default.

**Limitations** DIRECT and CMA-ES are well engineered algorithms and should be used whenever possible. However, they can only be applied in the domain \( x \in \mathbb{R}^d \). In more complex settings, such as ones with categorical parameters, or parameters dependencies, they cannot be applied. BOAT offers no off-the-shelf method to optimise these complex configuration spaces. Instead, it offers the skeleton of a simulated annealing optimisation which I describe in the next subsection.

5.2.2 Simulated annealing

This subsection presents the implementation and use of simulated annealing in BOAT. Simulated annealing [KGV83] is a stochastic algorithm for black-box optimisation inspired by statistical physics. It models a particle moving according to the *Boltzmann distribution*, which specifies the probability of being in state \( x \) as:

\[
p(x) \propto \exp(-f(x)/T)
\]

where \( f(x) \) is the energy of \( x \), which we try to minimise, and \( T \) is the temperature. In simulated annealing, we perform a random walk on that distribution and progressively lower the temperature. As \( T \) approaches 0, the particle spends more time in states of low energy.

To do a random walk, after \( k \) iterations, we propose a new state near \( x_k \). For example, if
void proposal(const SortNode& from, SortNode& to, ParameterInstanceID id)
{
  // Mutate the is_leaf parameter
  bool from_is_leaf = from.is_leaf.value(id);
  bool to_is_leaf = from_is_leaf ? bernoulli_draw(0.9) :
    bernoulli_draw(0.1);
  to.is_leaf.assign(to_is_leaf);

  // If from_is_leaf == to_is_leaf mutate the rest of the tree recursively
  // Otherwise, generate it randomly
  ...
}

Listing 5.4: Using simulated annealing in BOAT.

\[ x_k \in \mathbb{R}^d, \text{a typical proposal is } x' = x_k + \epsilon \text{ where } \epsilon \sim \mathcal{N}(0, \Sigma). \] Sometimes but not always, the step size decreases with the temperature. In our example, we could use \( \Sigma = T \mathbf{I}. \) With the proposed state we compute

\[ \alpha = \exp\left(\frac{f(x_k) - f(x')}{T}\right). \]

We then accept the proposal with probability \( \min(1, \alpha) \), in which case \( x_{k+1} \leftarrow x' \), or we reject it and remain in the same state \( x_{k+1} \leftarrow x_k \).

The rate at which the temperature is lowered is the cooling schedule. For example, an exponential cooling schedule is often used: \( T_{k+1} \leftarrow CT_k \) where \( C < 1.0 \). Typically, \( C = 0.95 \). It has been shown that if the cooling schedule is sufficiently slow, the optimisation is guaranteed to find the global optimum [KGV83].

The reason I use simulated annealing as the generic optimisation method for complex domains is its simplicity. In order to use it on their problem, developers have to specify two functions:

- The initial value function which assigns parameters their initial value, and
- The proposal function which assigns parameters value from a proposal distribution, given the value of parameters from a previous iteration.

For example, Listing 5.4 shows part of the implementation of simulated annealing in BOAT to optimise a sort decision tree, as presented in Section 3.3.2. The top of the listing
shows the proposal function, and the bottom shows its exposition to the SimulatedAnnealingOpt. As input, the proposal function takes a ParameterInstanceID, which is used to retrieve the values assigned to the parameters at the previous state. It then assigns new values to the parameters drawn from the proposal distribution.

There are other more elaborate methods to optimise complex configuration spaces, such as evolutionary algorithms. The reason BOAT includes simulated annealing is its simplicity for users. Most of the work consists of implementing the proposal distribution. In contrast, evolutionary algorithms require the implementation of more cumbersome crossover functions. They may perform better, but will still be inherently limited by their black box nature. Hence, domain specific structure is favoured as a way to help the optimisation converge, as I will show in the next section. The next subsection quantifies the capabilities and the limits of the optimisation algorithms I have presented so far.

### 5.2.3 Quantifying the limits of off-the-shelf numerical optimisers

For problems with a large number of dimensions, off-the-shelf optimisers may fail to find high quality values in a reasonable number of iterations. This is famously due to the curse of dimensionality – as the number of dimensions grows, the problem becomes exponentially hard. This subsection attempts to quantify the scale at which we can expect these optimisers to work. I benchmarked the performance of three algorithms: the DIRECT algorithm [JPS93], the CMA-ES algorithm [HO01] and simulated annealing [KGV83]. I did so using two synthetic benchmarks inspired from the case studies tackled in Chapter 7.

In both benchmarks, I computed the optimal configuration $x^*$. I evaluated the performance of an optimisation by comparing its best found configuration with the optimal one. An optimisation was considered successful if its best configuration $x$ is within 1% of the best configuration:

$$f(x) \leq 1.01 \times f(x^*)$$

In practice, I found optimisation algorithms tend to either converge after a low number of iterations (<10,000) or not converge at all. I evaluated the performance of the different algorithms after 100,000 iterations.

In the first benchmark, the optimisation balanced a computational load onto different simulated workers, each of which had different computational performance. The overall performance was the one of the slowest worker. The second benchmark optimised the parameters of a decision tree to make it reproduce its input.

**Load Balance benchmark:** For a given dimension $d$, I drew a uniform random vector speeds in the continuous space $[0.1, 1]^d$:

$$speeds = speeds_1, \ldots, speeds_d \sim U(0.1, 1)^d$$
Figure 5.3: Evaluation of the performance the optimisation algorithms on the load balance benchmark. Each dimension was evaluated over 10 run.

This conceptually represents the individual processing speed of the $d$ workers. Consider the task of balancing work to minimise the maximum individual processing time. That is, given a vector $x \in [0, 1]^d$, we minimise:

$$f(x) = \frac{1}{\sum_i x_i} \max(x_i/speeds_i).$$

The $\frac{1}{\sum_i x_i}$ term normalises the total amount of work. The value of $x_i$ therefore represents the relative load assigned to worker $i$. For a given vector $speeds$, the optimal value of $x$ is any vector along the line $x = \alpha \times speeds$ that lies in the domain $[0, 1]^d$. Hence, I set $x_\ast \leftarrow speeds$.

Evaluation procedure: I evaluated all three algorithms via the BOAT framework. To evaluate an algorithm, I performed 100,000 iterations and observed whether the success criterion had been reached. Each optimisation took roughly a minute to return. Figure 5.3 shows the proportion of time the success criterion was reached as a function of the dimension for all three algorithms.

We see that while simulated annealing always converged, DiRect and CMA-ES often failed beyond 10 dimensions. Although both are designed to be global optimisation algorithms, it appears they somehow got stuck in regions of low performance and failed to continue exploring. The optimisations which succeeded typically converged within 1500 iterations, a point after which others ceased to improve. Simulate annealing is well suited to this benchmark as it performs a local search. Reducing a single dimension, the one of the
slowest worker, will improve performance.

**Decision tree benchmark**  In this benchmark, I optimised the parameters of a binary decision tree to make it reproduce its input as closely as possible. The tree takes inputs drawn from a uniform distribution $x \sim U(0, 1)$. Each branch of the tree compares the value of $x$ to a fixed parameter value and propagates $x$ to one of its children accordingly. When $x$ reaches a leaf $l$, the value $\hat{y}_l$ of the leaf is compared to $x$. I minimised the \textit{squared residual} $(x - \hat{y}_l)^2$. The structure of the tree was fixed in advance. I always used \textit{complete} trees, every level of the tree was filled except possibly for the last level, in which all nodes were as far left as possible. Figure 5.4 shows optimal parameter values for trees of dimension 3 and 5.

To evaluate the performance of a tree, I computed for each leaf $l$ the range of inputs it received $[l_{\text{min}}, l_{\text{max}}]$. I then computed the integral of the squared residual of the leaf for that range:

$$ l_{\text{perf}} = \int_{l_{\text{min}}}^{l_{\text{max}}} (x - \hat{y}_l)^2 dx. $$

The total performance of a tree was the sum of the leaves’ performance: $\sum_l l_{\text{perf}}$.

Figure 5.5 shows the result. This benchmark is more difficult than the first one. Although both are convex, the “valley” of efficient implementations is much shallower in this one. This is because, in order to move from a good configuration to a better one, all parameters should be updated in synchronicity. In contrast, in the previous benchmark, one can reach the optimal value by mutating one parameter at a time.

The take away message from these two benchmarks is: one should not expect to achieve good results with off-the-shelf numerical optimisation software beyond five dimensions. The two benchmarks were simpler than most functions we would like to optimise. They were both continuous. Numerical optimisation methods typically perform much worse in discontinuous spaces. The benchmarks were also convex.
5.3 Decompositions

The previous section has shown that we cannot rely on off-the-shelf optimisers to find good configurations in complex configuration spaces. In this section, I discuss the use of decompositions methods to divide these large spaces into manageable chunks. Decompositions methods are generic techniques often used in numerical optimisation to tackle large dimensional spaces. On a high level, they exploit the independence of the configuration parameters to optimise them separately. This section reviews two known decomposition techniques – block decompositions (Section 5.3.1) and primal decompositions (Section 5.3.2). In both contexts, I show how BOAT’s optimisation scheduling abstraction facilitates their implementation.

Note that I only cover aspects of decomposition methods which I believe are simple and generic enough to be useful to a developer. Decomposition methods have received significant research interest and many extensive techniques have been derived. In particular, I do not cover dual decompositions, which can be used on optimisation problems with
constraints. Although they are useful, it is more complex to derive dual decompositions than their primal counterpart. As a result I do not use them in my case studies. I refer the reader to Boyd et al. [BXMM07] for an introduction to decomposition methods, and to Conejo et al. [CCMGB06] for a full treatment.

This section assumes we are given a configuration space and a structured probabilistic model and the goal is to maximise the expected performance predicted by the probabilistic model. Note that this is different from maximising an acquisition function, as is usually done at the numerical optimisation stage of a Bayesian optimisation. Chapter 6 will discuss how the techniques discussed here can be applied to Bayesian optimisations.

### 5.3.1 Block decompositions

This subsection introduces the overall concept that we would like to exploit: the independence of parameters. We want to optimise independent regions of the parameter space individually so that the dimension of each optimisation is small enough to be tackled by an off-the-shelf numerical optimiser. I discuss a optimisation problem where this is the case, the objective function is a sum of independent functions which can each be optimised individually. The next subsection will discuss more complex optimisation problems with a more subtle notion of independence.

Consider optimising the performance of the following function, originally discussed in Section 4.2.4:

```c
size_t sort_and_hash(vector<int> a){
  sort(a);
  return hash(a);
}
```

Here, both `sort` and `hash` have their own parameters. If this were in the context of a structured Bayesian optimisation and we had to minimise the average runtime of `sort_and_hash`, we would most likely model the performance of `sort` and `hash` individually. This means that the time modelled could be written as:

\[
model_{\text{sort}}(\text{sort\_param}, \text{hash\_param}) = model_{\text{sort}}(\text{sort\_param}) + model_{\text{hash}}(\text{hash\_param})
\]

The simplest way of performing the numerical optimisation of this parameter space would be to optimise all parameters together. The objective function would be the expected runtime of the corresponding implementation of `sort_and_hash`. If, however, the combined parameter spaces of `sort` and `hash` were too large to be tackled at once, we would have to extract some structure to help the optimisation converge.
Here, we can do so by optimising the parameters of sort and hash individually using their respective models. We know that doing so will lead to the correct result because the performance of sort_hash grows monotonically with the individual performances of sort and hash. Figure 5.6 diagrammatically shows the splitting of the optimisation into two.

The parameters in this example are completely unrelated, which allows for us to optimise them independently. Most of the time, however, parameters are not unrelated but rather loosely related. I show in the next subsection how to tackle such parameter spaces.

### 5.3.2 Hierarchical decomposition

Often the parameter space that we wish to optimise is hierarchical. That is, some higher level parameters either have an impact on the existence of lower parameters, or on the way that they should be optimised. This subsection presents hierarchical decompositions and shows how they can be applied to both synthetic benchmarks introduced in the previous section.

The type of decomposition discussed here are also called primal decomposition, meaning they optimise parameters directly. On the other hand, dual decompositions optimise an implicit price of the parameters.

**Decision tree benchmark** Consider the decision tree optimisation problem from the previous section. The goal was to make a decision tree reproduce its inputs. Given a branch $b$, the value $b_{val}$ of the branch has an impact on how inputs propagate to its children sub-trees. Hence, the optimal value of the children nodes will be dependent on the value $b_{val}$. However, for a given value of $b_{val}$, there is an notion of independence between each of the two children sub-trees. This is because each has a fixed input distribution that is not impacted by the specific values in the other sub-tree. Therefore, if the value of the branch was fixed, we would be able to block decompose the optimisation of both children sub-trees.

Once again, if we had to perform the numerical optimisation of this decision tree parameter space, the first step would be to apply an off-the-shelf optimiser, just like we did in the benchmark. If this did not converge, however, we would like to exploit some of the
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Figure 5.7: Primal decomposition of a decision tree.

```cpp
double optimise_branch_node(SortNode& branch_node,
    InputDistribution distrib){
    SortQuery& query = branch_node.query.deref();
    SortNode& left = branch_node.left.deref();
    SortNode& right = branch_node.right.deref();

    NLOpt<> opt(query.scan_length, query.threshold);
    opt.set_utility_function([](){
        SplitDistribution split = distrib.split_on(query);
        double left_perf = optimise_node(left, split.left_distrib);
        double right_perf = optimise_node(right, split.right_distrib);
        return weighted_average(left_perf, right_perf, split.proportion_right);
    });
    return opt.run_optimisation();
}
```

Listing 5.5: Primal decomposition to optimise a branch node and its children in the sort case study.

structure inherent to this hierarchy. Unlike in the previous subsection, it is not possible to decompose the parameter space directly. Each of the components of the tree are somewhat related.

We can exploit this structure in the following way: we perform an optimisation of the parameters of the branch node, and set as utility a procedure which performs two sub-optimisations, optimising the children sub-trees individually. The utility returned by that procedure is the sum of the performances of the children leaves $l_{perf}$. I show this procedure in Figure 5.7. The advantage of this method is that we are able to exploit this independence between the sub-trees.

**Sort case study decision tree example.** BOAT’s optimisation scheduling abstraction makes it easy to implement this technique. Listing 5.5 shows the implementation of this strategy in the context of the sort case study, which also optimises a decision tree. Recall that inputs of the trees are arrays and the performance of the tree is the average time to sort the arrays, including the querying cost incurred at branches. The optimisation
presented here optimises the parameters of a branch’s query and its two sub-trees. Sort’s decision tree’s parameter space was defined in Section 3.3.2. The optimisation shown here would be used in the numerical optimisation stage of the Bayesian optimisation.

More specifically, the function `optimise_branch_node` takes as input a node that is a branch – the `is_leaf` parameter was already set to `false` – and a distribution of input arrays. The goal is to minimise the average time to sort the arrays in the distribution. It must optimise the configuration parameters of the query of the branch and of both sub-trees.

It does so by performing an optimisation of the query parameters, which as part its objective function performs two sub-optimisations on each of the sub-trees. On line 14, when `run_optimisation()` is executed, the value returned is the one of the best achieved objective function value. Therefore, the optimisation returns the performance of its optimised parameters. That is, the average sort time of the input distribution in the optimised configuration.

Listing 5.5 does not show the other higher-level decompositions that are also used in the sort case study. The function `optimise_node`, used on a higher level, optimises the `is_leaf` parameter only. It performs two iterations. In the first one, it assigns `true` to `is_leaf` and delegates the optimisation of the corresponding `SortLeaf` parameters. In the second one it assigns `false` and delegates the assignment of the remaining configuration parameters to `optimise_branch_node`.

**Load balance benchmark** Sometimes, to perform a decomposition and exploit the independence between parameters, it is necessary to introduce a new auxiliary parameter. Consider, for example, the load balance synthetic benchmark of the previous section. Parameters represent the amount of work allocated to each worker. All parameters are related and hence no hierarchy can be directly exploited.

To remedy this, we can introduce a new parameter `max_time` which conceptually represents the maximum amount of time a worker is allowed to work for. Then, we can optimise
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```cpp
void optimise_single_param(RangeParameter<double>& load,
                        double worker_speed, double max_time){
    // Find the greatest load which does not exceed max_time
    NLOpt<> opt(load);
    opt.set_utility_function([&](){
        return load.value() * (worker_speed < max_time ? 1.0 : 0.0);
    });
    opt.set_maximising();
    opt.run_optimisation();
}

void optimise_parameters(std::vector<RangeParameter<double>>& load,
                        std::vector<double>& speeds){
    // Create the auxiliary parameter
    RangeParameter<double> max_time;
    NLOpt<> opt(max_time);
    opt.set_utility_function([&](){
        // Optimise each parameter individually
        for(int i=0; i<load.size(); i++){
            optimise_single_param(load[i], speeds[i], max_time.value());
        }
    });
    // Measure the objective function
    double norm = 0.0, max = 0.0;
    for(int i=0; i<load.size(); i++){
        max = std::max(max, load[i].value() * speeds[i]);
        norm += load[i].value();
    }
    return max / norm;
    opt.run_optimisation();
}
```

Listing 5.6: Implementation of the decomposition of the load balancing benchmark.

Each individual parameter separately to maximise the amount of work they perform in the allocated time. Figure 5.8 shows the decomposition diagrammatically and Listing 5.6 shows its implementation in BOAT. Due to the benchmark’s simplicity – the amount of work is continuous and normalised across workers – this implementation should find an optimal value on the first iteration. However, this approach would also be applicable to more complex settings. For example, in the neural network scheduling case study, I also use it. In that case, the optimisation problem is less well behaved. The units of work are discrete and the time needed by a worker is not linear with the quantity of work allocated to it. However, the decomposition approach converges quickly.

Limitations. Decompositions come at a cost. The time complexity of the optimisation is exponential with the depth of the configuration space. For example, for a decision tree of depth \(d\), if we perform \(k\) iterations per sub-optimisation, the complexity will be \(O(k^d)\). Section 5.5 will tackle this by using techniques inspired by reinforcement learning.
this, the next section introduces how to leverage the Bayesian optimisation algorithm within the numerical optimisation stage, in order to reduce the number of iterations needed by the optimisation. This will come at the cost of a higher overhead per iteration.

5.4 Using Bayesian Optimisation for decompositions

This section introduces the use of Bayesian optimisation within the numerical optimisation stage. In general, Bayesian optimisation should be used in the context of the optimisation of expensive functions. At first, the overall function that we are trying to optimise – evaluating the performance predicted by a model– is not expensive. Hence, it is not initially appropriate. To perform this, however, we use some optimisations which have as objective function other sub-optimisations, as introduced in the previous section. This can be an expensive objective function, in which case Bayesian optimisation is a sensible choice. In the remainder of this section, I will use the optimisation of a decision tree as a running example.

The simplest way in which we can consider utilising the Bayesian optimisation methodology is to use them for the optimisation of branches, which always have sub-optimisations in their objective functions. The advantage of this method is that it takes fewer iterations to converge. The disadvantage is the higher overhead per iteration, due to the numerical optimisation stage of the Bayesian optimisation, which slows down the overall procedure.

Figure 5.9 shows the schedule of replacing each numerical optimisation with a Bayesian optimisation. Note that we still use an off-the-shelf numerical optimisation to find the values predicted as best by the model.

**Improving the model used by Bayesian optimisation** As argued in this dissertation, when using Bayesian optimisation, it is possible to add structure to the probabilistic
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Figure 5.10: Structured Bayesian optimisation within a decomposition. Also shows the recursive nature of the process, with both sub-trees also performing a Bayesian optimisation.

model so that it converges in fewer iterations. Ideally, each optimisation would only require a few iterations for the model to capture the response surface of the objective function.

For example, consider the optimisation of a branch in the sort case study. Each branch has two parameters. The scan_length parameter specifies the length for which an input array is scanned, at a computational cost. If we were to apply traditional Bayesian optimisation to each branch decomposition, we would use a Gaussian process to model the performance of a branch’s parameters. To improve on this, we can model the cost of the branch’s query, and the performance of the sub-trees independently. This will expose to the model the trade-off between performing a more accurate decision at a higher cost.

Further structure can be obtained by noticing that a sub-tree’s performance is uniquely dependent on the input distribution given to it. The values of the branch parameters have no direct impact on the performance of the sub-trees. Hence, we can make the model predict the performance of each sub-tree as a function of some features of their input distribution. When predicting the performance of a branch’s parameter values, we first split the input distribution using these values. Then, we return the combination of the prediction of both sub-trees performance and the branch’s cost. Figure 5.10 shows the resulting optimisation. The model observes the performances of each sub-tree.

Even further, we can inspect the features of these input distributions and give some knowledge to the model about the probable impact of these features by using a semi-parametric model, as presented in Section 4.3. For example, recall that in the sort case study, block_size is the parameter optimised at the decision trees leaves. To predict a distribution of array’s performance, I compute the spread of optimal block_size parameter for the arrays. I place a penalty on distributions that have a large spread as they are less likely to perform well.

This exemplifies how easy it is to add structure to a Bayesian optimisation by adapting the model. As a special case, it is easy to force the prior of the model to be a known heuristic.
For example, if we were optimising classification decision trees, often used for supervised learning, we could set the prior of the model to optimise information gain [Qui86] or the Gini index, which are heuristics traditionally used in this context [Mur12]. This would mean that setting our Bayesian optimisations to perform exactly one iteration – and hence no learning – would render the same algorithm as these traditional approaches. Performing more iterations would likely yield decision trees of higher performance, albeit at an exponential cost.

The complexity of this approach remains high. The next section introduces an approach based on reinforcement learning, that is designed to improve this complexity.

5.5 A reinforcement learning inspired approach

In the previous sections, we saw methods to optimise a hierarchical parameter space which had a complexity exponential in the depth of the hierarchy. In a way, a lot of the work performed throughout these optimisations is redundant. For example, consider the optimisation of the branches at depth 1 of a decision tree using Bayesian optimisation, as described in the previous section. With each iteration of the optimisation of the root branch, they will themselves perform an entire Bayesian optimisation. These optimisations will iteratively learn the performance that can be expected out of their sub-trees. At the end of each iteration, the information they learnt is lost, although it would have been useful for subsequent iterations.

This section introduces a method based on reinforcement learning to take advantage of previous iterations’ observations. I first review the general reinforcement learning approach (Section 5.5.1) and then discuss how it can be leveraged in our context (Section 5.5.2).

5.5.1 Reinforcement Learning

Reinforcement learning is an area of machine learning concerned with making actions in an environment, in order to maximise an expected reward. A reinforcement learning problem usually includes an agent and an environment. At iteration $t$ the agent:

- Receives a state $s_t$ the agent is in.
- Receives a scalar reward $r_t$.
- Selects an actions $a_t$ from a set $A$ of possible actions.

The environment:
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- Receives action $a_t$.
- Emits the agent’s state $s_{t+1}$.
- Emits a scalar reward $r_{t+1}$.

The role of the agent is to maximise the expected future rewards. Usually, the assumption is made that rewards are discounted by a factor $\gamma < 1$ per time step. The future discounted return at time $t$ is $R_t = \sum_{t'=t}^{T} \gamma^{t'-t} r_{t'}$, where the game terminates at time step $T$.

Many algorithms have been proposed to tackle this problem. A number of them work by learning a $Q$-function which estimates the performance an agent should expect out of performing an action in a given state. It is useful to define the optimal $Q$-function $Q^*(s, a) = \max_\pi E[R_t \mid s_t = s, a_t = a, \pi]$ where $\pi$ is a policy mapping states to actions. Given, $Q^*$, an agent can pick optimal actions by always selecting the one predicted as best: $a_t = \arg\max_{a'} Q^*(s_t, a')$. The role of the learning will be to make a probabilistic model $Q$ iteratively converge towards $Q^*$.

The $Q$-learning algorithm [WD92] achieves this in the following way. The agent is made to run through the environment many times. Every time step, the agent either picks the best action predicted by the model $a_t = \arg\max_{a'} Q(s_t, a')$ or a random action for exploration.

Upon receiving the next state $s_{t+1}$ and reward $r_{t+1}$, we estimate the performance $y_t$ of the action. If $s_{t+1}$ is a terminal state, meaning the environment terminates, then the performance is simply the last received reward: $y_t = r_{t+1}$. Otherwise, we use the $Q$-function to get an approximation of the performance of that state:

$$y_t = r_{t+1} + \gamma \max_{a'} Q(s_{t+1}, a').$$

Finally, we use this performance as training data. The pair $((s_t, a_t), y_t)$ is fed to the model.

Initially, the training data will be of poor quality as it will be generated using the untrained model. However, as the model converges towards $Q^*$, the data will become of better quality. Because of this initial low data quality, the model must be able to “forget” old observations that were inaccurate. A good candidate for this task are neural networks which learn a fixed set of parameters. Hence, as more data is exposed to a neural network, the parameters can be updated in a way that no longer reflects the initial measurements. This constraint makes it difficult to use other models for supervised learning, such as Gaussian processes, as they will not forget old data.

**Relationship between reinforcement learning and Bayesian optimisation.** As noted by Ghahramani [Gha15], the problems tackled by Bayesian optimisation can be seen as a subclass of reinforcement learning problems in which actions (or evaluated configurations) do not affect the state of the system (the objective function). A Bayesian
optimisation problem can be seen as a reinforcement learning problem with a single multi-
dimensional action.

Furthermore, the approach used by Q-learning also bears similarity to the Bayesian op-
timisation approach. In both cases, a probabilistic model simulating the environment is
iteratively learnt. Hence, if an environment only had a single multi-dimensional action,
then applying the Q-learning algorithm would have the exact same procedure as applying
Bayesian optimisation. Both would learn a probabilistic model mapping the action,
or configuration space, to the only reward or objective function. The way in which Q-
learning builds upon Bayesian optimisation is that, in the presence of multiple subsequent
actions, it leverages its own model after each action to estimate how good that action was.

In the nested Bayesian optimisation approach described in the previous section, in order
to evaluate the quality of a parameter value, we had to optimise the entirety of the
remaining parameters. This resulted in an exponential computational complexity. In
the next subsection, I show how to adapt this hierarchical decompositions with Bayesian
optimisations approach to instead look like Q-learning.

5.5.2 Applying reinforcement learning techniques to the numerical optimisations

This subsection discusses the transformation of a hierarchical Bayesian optimisation, as
discussed in the previous section, into a reinforcement learning-like optimisation. In both
cases we have a model predicting a parameter’s performance. In the Bayesian optimisation
case, the data used by the model is based on the best performance achieved by the sub-
optimisations. In the Q-learning algorithm case, the data is generated by the model’s
estimate of the bet possible performance at the next action.

Although the method presented here is not an actual reinforcement learning algorithm,
it shares some of its intuition. The following mapping shows how they relate:

- **Actions** are set of parameters. For example, when I use this method to optimise a
decision tree, $a_0$ is the value of the root node, $a_1$ is the values of the nodes at depth
1 and so on.

- **State**: The state is the values of all previously executed actions and their associated
consequences. In the case of decision trees, the state after the first action is both
the value of the root node and the resulting distributions that go to the left and
right sub-trees of the root node.

- **Reward**: All actions yield a reward of 0 apart from the last one. The final action
has for reward the objective function of the optimisation problem.
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The first question is tackled by leveraging the notion of noise that was always used in the probabilistic models presented in Chapter 4. Given an observation, our models are always able to take as input the noise of the observation. This is true of models using Gaussian processes and treed Gaussian processes. The measurements have a Gaussian likelihood and a noise variable can be passed representing its variance.

Therefore, one approach would be to associate a large noise to each measurement. This would be wasteful, however, as we would like to discriminate between observations which are performed early on – and are likely poor – and higher quality ones performed later on. Hence, we need to have an estimate of the inaccuracy of each measurement.

The second question is hence two-fold: how can we get this estimate and its variance by only looking at the next action. Getting an estimate can be done in a similar way as is done in Q-learning: we optimise the subsequent action and measure the predicted performance of these optimised action.

For example, with a decision tree, to estimate the performance of the parameters of a branch at depth $d$, we optimise the parameters of the top branches of both its sub-tree, at depth $d + 1$. The optimisation is done using each branch’s respective probabilistic model.
Then, we use the performance predicted by the models for these optimised branches as a proxy for how well we can hope to optimise the rest of the sub-tree. Figure 5.11 shows this procedure diagrammatically. Unlike in the previous section, we are no longer optimising a branch’s sub-trees as part of the branch iterative optimisation. Instead, with each iteration of a global optimisation, we go down the entire tree optimising each branch according to its own model.

We also need an estimate of the variance. I achieve this by generating Thompson samples of the branch and measuring the variance in predicted performance. Recall from Section 2.2.2 that Thompson sampling involves sampling a model from the distribution of models. Then, we find the optimal configuration for that model sample [Tho33]. Each time I optimise a branch, I sample multiple independent models and optimise the branch using each model independently. The resulting performance of these optimisations allow me to estimate the variance in the distribution of the optimal performance for that sub-tree. Sampling can be done in Probabilistic-C++ using the method described in Section 4.6. Hence, this approach allows us to compute both the average predicted performance as well as the noise.

Note that this reinforcement learning approach is the last and most complex method I propose to help the numerical optimisation converge. For this reason, it should only be used in a context where applying recursive Bayesian optimisation, as described in the previous section, leads to a too long convergence time. I only use this approach in the context of the sort case study to optimise the decision trees. In the next section, I compare the performance of the different decomposition methodologies presented in this chapter on an optimisation problem from the sort case study.

### 5.6 Evaluation

In this section I compare the empirical performance of the different decomposition techniques introduced in this chapter. I do so by evaluating their performance on the numerical optimisation stage of the sort case study. I load a model that was stored after performing an entire structured Bayesian optimisation. I also load the corresponding array distribution. Then, the optimisation problem is: optimise the decision tree parameter space to minimise the predicted average sort time.

I evaluated three procedures. First, a simple hierarchical decomposition, as described in Section 5.3.2, which uses the DIRECT algorithm for each of its optimisations.

Second, a hierarchical decomposition which uses a structured Bayesian optimisation to optimise each of its branches. The model, implemented in Probabilistic-C++, takes as input an input distribution, a SortQuery object and the maximum depth of the node. It computes the two distributions that will go in each sub-tree, along with some of their
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Figure 5.12: Comparison of the best achieved average sort time by the different optimisation approaches.

summary statistics. These statistics include the best and worst performance that can be achieved on each of the distributions. Finally, it uses a treed Gaussian process to predict the performance that will be achieved by each sub-tree within this possible spectrum.

Third, a reinforcement learning based decomposition which uses the same model as the structured Bayesian optimisation based one. Instead of using one instance of the model per branch, as described in the previous section, I share the same model across all branches. Each time a query is being optimised, the optimisation is performed three times. Once to maximise the average performance predicted by the model, and the other two by using samples from the model. This generates a tuple \((\text{input distribution, maximum depth, performance estimate, variance estimate})\). At the end of each iteration, the tuples generated by all branches are fed into the model.
Iterations are alternatively performed in *exploitation* and *exploration* mode. In exploitation mode, once the three optimisations have been performed on a query, the value that is kept is the one that was optimal for the average model prediction. In exploration mode, the value that is kept is the one that yielded the most optimistic predicted performance.

Figure 5.12 shows the results. I optimised trees of depth 4, 5 and 6. For the two hierarchical decomposition approach, I repeated the optimisations multiple times, each time allowing a different number of iterations per optimisation. I report the time that each optimisation took, along with the best achieved result. In the reinforcement learning based approach, I ran the optimisation for ten iterations, and the different data points show the performance achieved so far. This means that the results are obtained incrementally, whereas for the primal decomposition approaches, the optimisation had to be run from scratch. The runtimes were obtained by running the optimisations on an m4.xlarge EC2 instance.

There are a few interesting points to note. First, the reinforcement learning approach shows a slight improvement over the Bayesian optimisation approach, which itself performs significantly better than simply using the DIRECT algorithm. In particular, the Bayesian optimisation always performs decently on its first iteration, suggesting that the model I designed to predict a branch’s performance has a good prior.

Second, compare the first point of the Bayesian optimisation and the reinforcement learning inspired approach on each graph. Both consistently perform equally well but the reinforcement learning approach takes longer. The reason is that both approaches use the same model. Hence, in the first iteration, when no data has been given to the model, they both optimise the branches in the same way. However, the reinforcement learning approach also performs Thompson samples, hence the extra computational cost.

Third, the two recursive decomposition approaches do not scale with the depth of the tree. The performance of the DIRECT based decomposition worsens from increasing the depth of the tree, even though the representative power of the configuration space is strictly greater. In the Bayesian optimisation case, the cost is such that we can only run a maximum of two iterations per optimisation on trees of depth 5 and 6. In contrast, the time needed to do a fixed number of iterations with the reinforcement learning approach grows roughly linearly with the number of nodes in the tree.

### 5.7 Summary

In this chapter, I discussed two related concepts. First, I presented BOAT’s optimisation scheduling abstraction which provides a structured framework to build complex optimisations. In particular, it can be used to implement nested optimisations, a frequently occurring pattern.
Second, I have discussed the difficulty of performing the numerical optimisation stage of Bayesian optimisations. I have shown how off-the-shelf optimisers can be inadequate for the task of optimising domains with more than five parameters. I therefore introduced the use of decompositions as part of this numerical optimisation stage. Decompositions exploit some of the independence of large optimisation problems to divide them into manageable chunks.

I have presented two generic techniques to improve the performance of decomposed optimisations. First, using Bayesian optimisation to perform the decompositions. This reduces the number of iterations, at the cost of a higher overhead per iteration. Second, by extending this first approach in a manner similar to reinforcement learning. In this case, the predictions made by a probabilistic model are used as an estimate of the true performance. I empirically compared the performance of these different approaches on a numerical optimisation problem from the sort case study.
CHAPTER 6

DESIGNING A BESPOKE AUTO-TUNER

This chapter puts together the techniques from the previous three chapters to design a structured Bayesian optimisation. It makes the following contributions:

- I present how a structured Bayesian optimisation can be implemented in BOAT (Section 6.1).

- I show how to measure the expected improvement (EI) acquisition function of a structured model (Section 6.2). EI is a general acquisition function which naturally balances exploration and exploitation, and I use it in my case studies.

- I show how to find a configuration which maximises the expected improvement via Thompson samples (Section 6.3). In particular, it allows for the use of decomposition methods presented in Chapter 5. The approach is well suited to BOAT’s optimisation abstraction.

- I present a method to exploit cheap experiments. Having a structured model means we can perform inference on experimental results other than the expensive objective function, allowing the model to converge faster towards the objective function. I propose a new approach, based on BOAT’s optimisation scheduling abstraction, which makes the scheduling of experiments clear and intuitive to a user (Section 6.4).

- I conclude with the general methodology which should be followed when building a bespoke auto-tuner with BOAT (Section 6.5).

Note that this chapter contains no evaluation. Most sections present generic techniques for structured Bayesian optimisation and hence will be implicitly evaluated through the case studies in Chapter 7. Unfortunately, none of the three case studies that I considered for this dissertation were amenable to cheap experiments, and hence evaluating the approach
presented in Section 6.4 is out of the scope of this dissertation. I however discuss a possible extension of the neural network case study which would benefit from this approach.

6.1 Declaring a structured Bayesian optimisation in BOAT

This section goes through the process of declaring a structured Bayesian optimisation in BOAT. As an illustrative example, Listing 6.1 shows the implementation of the garbage collection (GC) case study’s Bayesian optimisation. Recall from Section 3.1.1 that in the GC case study I optimise the value of three JVM flags to minimise the 99th percentile latency of a database.

The first step in building a structured Bayesian optimisation is defining the configuration space being optimised. In the GC case, it is a \textit{GCFlags} object containing three \textit{RangeParameters} for the three flags being optimised.

Then, we declare the probabilistic model used by the optimisation. In the GC case study, I use three independent model classes: \textit{GCRateModel} predicting the rate of GCs, \textit{GCDurationModel} predicting their duration and \textit{LatencyModel} predicting the 99th percentile latency of the database. I build a \textit{ProbEngine} for each class.

A structured Bayesian can then be declared via the BOAT’s \textit{BayesOpt} class. It is templated on the type of measurements which will be returned by the objective function. In our case, this is a \textit{GCResult} class which stores the rate and duration of a GC, and the corresponding latency observed in an experiment.

In order to be run, three functions must be given to the \textit{BayesOpt} object:

- The \textit{suboptimisation} function is responsible for assigning values to the parameters. This is where the numerical optimisation will be executed. In the GC case study, I use the expected improvement (EI) acquisition function, which maximises the expected gain over the \textit{incumbent}: the best result obtained so far. The function \texttt{optimise.expected.improvement} performs a numerical optimisation. It leaves the parameters of \texttt{gc.flags} assigned with values which maximise the EI, given the incumbent and the different parts of the model.

- The \textit{objective} function executes the experiment and returns the result. For the GC case study, this is a \textit{GCResult} object.

- The \textit{learning} function takes as input the result measured this iteration and uses it to perform inference on the model. Each model takes as input the values used for the flags as well as their relevant results.
//Declare the configuration space
GCFlags gc_flags;

// Declare the model
ProbEngine<GCRateModel> rate_model;
ProbEngine<GCDurationModel> duration_model;
ProbEngine<LatencyModel> latency_model;

// Declare the optimisation
BayesOpt<GCResult> opt;

opt.set_suboptimisation_function(
    [&](double incumbent = opt.get_best_utility();
        optimise_expected_improvement(gc_flags, incumbent, rate_model,
                                        duration_model, latency_model);
    ));

opt.set_objective_function(
    [&](return evaluate(gc_flags));)

opt.set_learning_function(
    [&](const GCResult& result){
        rate_model.observe(gc_flags.ygs.value(), gc_flags.sr.value(),
                           gc_flags.mtt.value(), result.rate);
        duration_model.observe(gc_flags.ygs.value(), gc_flags.sr.value(),
                               gc_flags.mtt.value(), result.duration);
        latency_model.observe(gc_flags.ygs.value(), gc_flags.sr.value(),
                               gc_flags.mtt.value(), result.rate,
                               result.duration, result.latency);
    });

// Set the optimisation properties
opt.set_max_num_iterations(10);
opt.set_minimising();

// Run the optimisation
opt.run_optimisation();

Listing 6.1: Implementation of the structured Bayesian optimisation in the garbage collection case study.

Then, we must set some of the optimisation properties, such as the number of iterations. Finally, the optimisation can be run. After it has returned, the parameters in gc_flags will be left assigned the values which generated the best latency.

Choice of acquisition function. By default in my case studies, I use the expected improvement acquisition function. I have found it generally performs well. Furthermore, it is simple to estimate in the context of structured probabilistic models. Future work could investigate whether more elaborate acquisition functions, such as predictive entropy search [HLHG14], would yield better convergence.
This section has demonstrated how to declare a Bayesian optimisation in BOAT. In order to be complete, the implementation must also specify how to maximise the expected improvement. I describe a method to do so in Section 6.3. The next section discusses how to measure the expected improvement.

### 6.2 Measuring the expected improvement

In order to select a promising configuration, Bayesian optimisation uses an acquisition function that is designed to trade-off exploration and exploitation. In my case studies, I use the expected improvement acquisition function as it performs well and is simple to estimate. This section describes how to measure the expected improvement of a configuration, given an incumbent – the best result obtained so far – and a structured probabilistic model.

Recall that the expected improvement of a configuration $x$ with incumbent $\eta$ and model $G$ is

$$
\alpha_{EI}(x \mid \eta, G) = \int \max(0, g(x) - \eta) \ p(g(x) \mid G) \ dg(x).
$$

That is, we must compute the average value of $\max(0, g(x) - \eta)$, where $g(x)$ is a model’s prediction for $x$. In Probabilistic-C++, we can compute the average of an arbitrary function of multiple models using the `average` function introduced in Section 4.2.4.2.
One issue comes from the use of Gaussian processes within models which predict as output a normal distribution rather than a single value. The solution is to sample from this output distribution. If a Gaussian process is only queried once per prediction, we can use the GaussianProcess::sample() or TreedGP::sample() member functions which do this automatically. I show this in the context of the GC case study in Listing 6.2.

One further difficulty occurs if making a prediction requires sampling from a single Gaussian process multiple times. Then, whenever a Gaussian process is sampled from, we must make sure it remembers that sample so that future samples are distributed accordingly. This can be achieved by the functions GaussianProcess::sample_and_observe() or TreedGP::sample_and_observe(). However, this will leave the corresponding models with useless, randomly generated observations that may be wrong. Hence, before executing an average which uses sample_and_observe, I always first create a temporary copies of the models and use these copies to predict the expected improvement.

Using this technique, the expected improvement of a configuration can be measured. The next section discusses how to find configurations which maximise its value.

### 6.3 Maximising the expected improvement

This section discusses how to find configurations with high expected improvement values. There are two issues with optimising the expected improvement directly:

- **Highly multi-modality.** The expected improvement function is highly multi modal. It returns low values at configurations which have already been observed, and high values at promising configurations. If after some iterations of the optimisation we have sampled a few points near the true optimum, then the response surface of such acquisition functions near the optimum will be highly jagged. This makes the task of the numerical optimiser difficult. In practice, I have seen the DIRECT optimisation algorithm fail to find configurations with good expected improvement on the Branin-Hoo synthetic benchmark [Jon01], which only has two dimensions. This unreliability is undesirable when designing an auto-tuner.

- **Amenability to decompositions.** If the dimensionality of the optimisation problem is large, then it may be necessary to decompose it into sub-optimisation problems in order for the numerical optimisation to converge, as presented in the previous chapter. Unfortunately, acquisition functions like the expected improvement are not easily amenable to decompositions. For example, consider the following model which is the sum of two independent models: 

  \[ G(x_1, x_2) = G_1(x_1) + G_2(x_2). \]

  If we were
optimise_expected_improvement(
  GCFlags& gc_flags, double incumbent,
  ProbEngine<GCRateModel>& rate_model,
  ProbEngine<GCDurationModel>& duration_model,
  ProbEngine<LatencyModel>& latency_model){

  SimpleOpt<> opt;
  opt.set_iteration_function([&](){
    // For each model, sample a single particle and set the non-parametric
    // model to sampling mode
    ProbEngine<GCRateModel> rate_model_sample =
      rate_model.single_particle_enginee();
    rate_model_sample.execute([](GCRateModel& m){m.gp.set_sampling();});
    ...

    // Find a configuration which maximises the sample's performance
    optimise_performance(gc_flags, rate_model_sample,
      duration_model_sample, latency_model_sample);

    // Return the expected improvement over the entire model
    return expected_improvement(gc_flags, incumbent, rate_model,
      duration_model, latency_model);
  });
  opt.set_maximising();
  // Generate 100 Thompson samples
  opt.set_max_num_iterations(100);
  opt.run_optimisation();
}

Listing 6.3: Implementation of the Thompson sampling numerical optimisation method in the GC case study.

optimising the expected value of $G$, then we could use:

$$E_G(G(x_1, x_2)) = E_{G_1,G_2}(G_1(x_1) + G_2(x_2))$$
$$= E_{G_1}(G_1(x_1)) + E_{G_2}(G_2(x_2))$$

and block decompose $x_1$ and $x_2$ to optimise them separately. On the other hand, if we were optimising the expected improvement over a previous incumbent $\eta$:

$$\alpha_{EI}(x_1, x_2) = E_{G_1,G_2}(\max(0, (G_1(x_1) + G_2(x_2) - \eta))$$

is not directly decomposable.

As an alternative to optimising the expected improvement directly, I propose generating many Thompson samples and selecting the one with highest expected improvement. That is, we repeat the following procedure many times. First, we sample a model from the posterior distribution of models. In the context of Probabilistic-C++, this can be
approximated using the method described in Section 4.6. Second, we perform a numerical optimisation to find the configuration with highest performance predicted by that sample. Because we are optimising a predicted performance, the objective function is both smooth and decomposable. Third, we measure the expected improvement of that configuration. Once this procedure has been run many times, we select the configuration which yields the highest expected improvement. This is the configuration selected by the numerical optimisation stage of the Bayesian optimisation.

I show in Listing 6.3 the implementation of this procedure in the context of the GC case study. It uses BOAT’s optimisation abstraction to perform multiple independent optimisations. Each iteration the optimisation samples a model from the model distribution. It then performs a numerical optimisation to find a configuration which maximises the performance predicted by this model’s sample. Finally, it returns the expected improvement of the configuration. Figure 6.1 shows this procedure diagrammatically.

This procedure is similar to the one used by portfolio acquisition functions [HBdF11, SWH+14], as discussed in Section 2.2.2. They also perform multiple independent numerical optimisation and select a configuration based on a meta-criterion. However, the motivation is different. The goal here is to be able to use decompositions while also performing exploratory experiments, whereas portfolio acquisition functions are trying to select the most performant acquisition function for the problem at hand.

Interestingly, because the sampling mechanism was inspired by the UCB acquisition function [SKSK10], performing numerical optimisations on samples of a model made of a single Gaussian process is similar to optimising the UCB acquisition function with a random value for $\kappa$.

Another benefit of this approach, with high practical implication, is its computational efficiency. Evaluating the performance of a configuration using a single model sample is much cheaper than averaging over the entire distribution. Hence, it makes sense to use only one sample when performing the expensive search for good configurations. Once we have selected a few promising configurations, we select the most favoured one using the
expensive expected improvement which averages over the entire distribution.

I also find that the approach presented in this section is robust. Performing multiple independent optimisations protects us from infrequent issues that may occur in the numerical optimisation, such as getting stuck in local minima. I therefore use it in all of my case studies.

**Number of Thompson samples.** There is a trade-off between computational overhead and accuracy in the number of Thompson samples generated. More samples will possibly lead to a better picked configuration, at the cost of a higher overhead per iteration of the Bayesian optimisation. In the garbage collection and neural network case studies, I used 100 samples. On the other hand, the sort case study suffers from a much higher cost of the numerical optimisation. Generating a single sample took approximately 15 minutes. Hence, I only used one sample, effectively performing Thompson sampling. For this reason, the sort case study required up to twenty iterations to converge, versus ten for the other two case studies.

**Limitations.** Recall that the approach introduced in Section 4.6 to sample a model from the model distribution is an approximation. If the model contains a Gaussian process, then the entire response surface of the sampled Gaussian process will either be lower or higher than its mean value. In some cases, this approximation may prevent the optimisation from exploring promising regions of the configuration space. For example, this could happen if the good performance of a configuration was dependent on a single Gaussian process being high at a certain point and low at another. In practice, I have not observed this being an issue.

This concludes the set of necessary techniques needed to implement a structured Bayesian optimisation. The next section discusses a more advanced technique to use cheap experiments.

### 6.4 Exploiting cheap experiments

Often when optimising the performance of a computer system, we can run some small experiments which give us some information about the underlying behaviour at a fraction of the cost of the objective function. For example, these can evaluate a subcomponent of the system, or evaluate the system on a reduced benchmark. In this section, I propose a method to easily leverage such experiments to make the optimisation converge.

In the most generic approach to the problem, there is a domain of possible experiments. We have to perform a joint optimisation to find a pair of experiment and configuration which tells us the most about the region of the optimum. If experiments have a range of costs, these could be included in order to maximise the rate at which we learn about the
optimum’s region. In general, this approach is difficult to apply. It involves measuring a metric of what is expected to be learnt about the optimum, such as the information gain.

Instead, I propose in this section an approach which is intuitive and naturally exploits BOAT’s optimisation scheduling abstraction. It relies on the assumption that the cheap experiments that are available are at least an order of magnitude cheaper than the objective function. Hence, they can be executed many times per objective function evaluation, at a small increase in total cost. Unfortunately, none of my case studies had such a context and hence evaluating this procedure is outside the scope of this dissertation.

In Section 6.4.1, I describe an example problem which serves as motivation. I then describe my proposed approach (Section 6.4.2). One of the difficulties is the design of the acquisition function, which I discuss in Section 6.4.3.

### 6.4.1 Example problem

This subsection gives a motivational example of a setting with an experiment orders of magnitude cheaper than the objective function. In the neural network case study, I optimised the scheduling of a neural network on a distributed heterogeneous cluster. The goal was to find the schedule which minimises the time per iteration of stochastic gradient descent (SGD). Consider an optimisation problem where we have to configure both the scheduling and the architecture of a neural network. The architecture setting could include the number of layers and the number of neurons per layer. The optimisation task is to find the global configuration which, when trained on a given dataset for a day, yields the highest classification accuracy.

When considering the neural network architecture, there is a trade-off between the capability of the network – larger neural networks will eventually converge to better classification errors – and computational performance – smaller networks will be computationally cheaper and hence be able to train for more iterations within a day.

Although it is dependent on all of the architecture configuration parameters, this trade-off is completely encapsulated by the number of SGD iterations that the network will be able to perform in a day. Hence, a model predicting the final classification accuracy of a configuration would likely first estimate the number of SGD iterations that would be executed within the day from the architecture and scheduling parameters. Then, it would predict the final performance as a function of the architecture parameters and the estimated number of iterations.

In this context, I would propose using the evaluation of the time per iteration of stochastic gradient descent – which takes a few minutes to estimate accurately – as a cheap experiment. I now describe the concept of partially experimental models which are key to my approach.
6.4. EXPLOITING CHEAP EXPERIMENTS

6.4.2 Partially experimental models

In the context of structured Bayesian optimisation, I define a partially experimental model as a model that predicts the output of the objective function and either:

- can take as input an experimental result from a cheap experiment to make its prediction (a discriminative model), or,

- can perform inference on an experimental result from a cheap experiment to update its objective function prediction (a generative model).

When we evaluate the prediction of a partially experimental model, we first execute the cheap experiment and use the result to make an informed prediction. For example, in the neural network example, the model would be able to take as input an empirically measured time per SGD iteration to predict a configuration’s performance. If it is possible to design such a model, then I propose using it for cheap experiments in the following way.

We perform two nested structured Bayesian optimisations. The high level optimisation maximises the true objective function. The sub-optimisation is analogous to the numerical optimisation stage, and maximises the expected improvement predicted by the partially experimental model. Because getting predictions from the partially experimental model is somewhat expensive, as it requires executing the cheap experiment, it cannot be optimised directly by a numerical optimiser, hence the use of a Bayesian sub-optimisation. Figure 6.2 shows the overall structure of the optimisation. Once again, this is easily expressible using BOAT’s optimisation abstraction.

The next subsection will discuss the range of possibilities for the inner Bayesian optimisations acquisition function. I here list some of the benefits of this approach.
There is an explicit balance between cheap experiments and the objective function. By setting the number of iterations for which the inner Bayesian optimisation is executed, a developer can specify how many cheap experiments can be run per evaluation of the objective function. BOAT also includes some elaborate stopping criteria for optimisation which assess the rate of improvement over past $k$ iterations, where $k$ is a parameter. Using such stopping criteria for the inner optimisation will initially make the optimisation explore the cheap experiment heavily when there is high uncertainty about its behaviour. In later iterations the inner optimisation will quickly converge, hence performing fewer cheap experiments.

Cheap experiments are only evaluated on promising configurations. This guarantees that we will not be exploring low performance regions of the configuration space.

The objective function is only evaluated on configurations which the cheap experiment was previously evaluated on. This guarantees that we never use the expensive objective function to explore properties observable in the cheap experiment.

**Related work.** The approach proposed here is similar in concept to the ones proposed by Swersky et al. [SSA14] and Domhan et al. [DSH15]. In these works, the goal is to tune the hyperparameters of machine learning models to maximise their performance after training. They use the measured performance after training the model for a reduced time as a cheap experiment. Both approaches develop partially experimental models, which update their predictions of the final performance in light of these measurements. However, they also rely on the fact that the cheap experiment can simply be continued to yield the expensive experiments, something that I do not assume here.

### 6.4.3 Acquisition functions for partially experimental models

One difficulty that arises is the following: within the inner Bayesian optimisation, which acquisition function should be used? Say, for example, that the high level Bayesian optimisation uses the expected improvement predicted by the partially experimental model as acquisition function. This means the inner Bayesian optimisation’s objective function will be this expected improvement. Therefore, it needs to tackle the exploration-exploitation trade-off and find configurations which may improve on the best expected improvement found so far.

Assume that we use the method for the numerical optimisation presented in the previous section. We have a set of Thompson sampled configurations and we need to discriminate which should be selected by the inner optimisation for the cheap experiment to be performed on. Initially we can select ones with high expected improvement of the overall objective function. However, if we do this for a while, we run the risk of performing the
same cheap experiment every iteration while discarding some configurations with lower expected improvement but more informative cheap experiments.

I highlight below three possible alternatives.

**Expected improvement’s expected improvement.** Say, for example, that the best value of the objective function found so far is $\eta$, and the best configuration $x_+$ found by the inner optimisation so far yielded expected improvement $\nu = \alpha_{\text{EI}}(x_+ \mid \eta, G)$, then the expected improvement’s expected improvement can be computed as:

$$
\alpha_{\text{EI-EI}}(x \mid \eta, \nu, G) \\
= \int \max (0, \alpha_{\text{EI}}(x \mid \eta, g_{\text{ch}}(x)) - \nu) \ p(g_{\text{ch}}(x) \mid G) \ dg_{\text{ch}}(x) \\
= \int \max \left( 0, \int \max (0, g_{\text{obj}}(x) - \eta) p(g_{\text{obj}}(x) \mid G, g_{\text{ch}}(x)) dg_{\text{obj}}(x) - \nu \right) \ p(g_{\text{ch}}(x) \mid G) dg_{\text{ch}}(x).
$$

Where $g_{\text{ch}}$ and $g_{\text{obj}}$ are predictions of the model $G$ for the cheap experiment and objective function respectively. The difficulty with this approach is that it requires performing a double integral over the probabilistic model. We must sample possible values for the outcome of the cheap experiment, and for each sample compute the expected improvement of the overall utility function that would ensue. Depending on the model, this type of double integral may be intractable to compute accurately in a reasonable time. Further, it is not directly implementable in probabilistic programming, as it requires averaging over a procedure which itself computes an average.

**UCB inspired approach.** As a second alternative, I propose an acquisition function inspired by the upper confidence bound acquisition function, introduced in Section 2.2.2. It assumes that we have a scalar metric for the model’s standard deviation of the outcome of the cheap experiment $\sigma_{\text{ch}}(x)$. This may not be straightforward to design when the cheap experiment results in multiple observations $f_{\text{ch}}(x) = f_{\text{ch}}^{(1)}(x), f_{\text{ch}}^{(2)}(x), \ldots, f_{\text{ch}}^{(n)}(x)$, although in some cases, the root of the mean variance across predictions may be an appropriate choice:

$$
\sigma_{\text{ch}}(x) = \sqrt{\sum_{i=1}^{n} \left( \sigma_{\text{ch}}^{(i)}(x) \right)^2}.
$$

In the neural network example, we could simply use the standard deviation of the expected runtime. We can then trade-off exploration and exploitation of the cheap experiment by using the following function:

$$
\alpha_{\text{UCB-EI}}(x \mid \eta, G) = \alpha_{\text{EI}}(x \mid \eta, G) + \kappa_{\text{ch}} \sigma_{\text{ch}}(x).
$$
The first term is the expected improvement of executing the expensive objective function. This is the quantity that we are trying to maximise. It is analogous to the $\mu(x)$ term of the upper confidence bound acquisition function. The overall expected improvement, including the uncertainty about $f_{ch}(x)$, is equal to the average value of the expected improvement after observing the outcome of $f_{ch}(x)$. The second term favours explorations.

The variable $\kappa_{ch}$ is an algorithm parameter which must be tuned to the particular setting in which the optimisation will be run. This is also true of the equivalent variable of the UCB acquisition function, but it is more important in this context as the units of $\alpha_{EI}(x \mid \eta, G)$ and $\sigma_{ch}(x)$ may be different. Overall, this acquisition function selects configurations with high expected improvement which also have some uncertainty about the outcome of the cheap experiment.

One positive aspect of this approach is that it is applicable to contexts where we have many cheap experiments with a range of costs, and hence we are performing multiple nested Bayesian optimisations. If we had an even cheaper experiment $f_{ch2}(x)$, we could nest another Bayesian optimisation and maximise

$$
\alpha_{UCB\text{-}EI}(x \mid \eta, G) = \alpha_{EI}(x \mid \eta, G) + \kappa_{ch} \sigma_{ch}(x) + \kappa_{ch2} \sigma_{ch2}(x)
$$

in the inner most one.

**Thompson sampling.** One third and final alternative is to discard the acquisition function and simply evaluate the cheap experiment on each Thompson sample. Although wasteful, this approach will thoroughly explore the domain at a small overhead per iteration.

Note that all three approaches described sit at different points in the trade-off between accuracy of the selected configuration and computational complexity. All three should eventually converge, but the earlier approaches will do so in fewer iterations with a high overhead per iteration. When considering which to use for a specific problem, one should consider the cost of the cheap experiment itself. If it is expensive, a higher overhead per iteration will seem favourable. Otherwise, a higher rate of iterations may help the model converge faster. This trade-off is not specific to the use of cheap experiments, it is inherent to the numerical optimisation stage of any Bayesian optimisation. I discuss this further in the next section on incrementally designing a Bayesian optimisation.

### 6.5 Incrementally building a bespoke auto-tuner with BOAT

In this section I describe the general approach to building a bespoke auto-tuner with BOAT. Like in other aspects of software engineering, *premature optimisation* [Knu74] is
an easy pitfall to succumb to. Hence, I advocate that the correct way to build an auto-tuner is to start with a naive solution and incrementally refine it so it converges in a reasonable time.

Once a developer has defined the configuration space and the objective function of their application, they should start by implementing traditional Bayesian optimisation using a Gaussian process. This may involve only optimising a subset of the parameter space, using \( x \in \mathbb{R}^d \), so that Gaussian processes can be applied.

Then, two key elements are needed to profile the convergence of an auto-tuner:

- A known good configuration.
- A log of behaviour of the objective function for that configuration.

As described in Section 2.2, there are two types of problems which may occur during a Bayesian optimisation. The first step in improving the convergence of an auto-tuner is to diagnose which of these issues is at fault for the poor convergence.

- **The model fails to capture the objective function after a reasonable number of iterations.** This can be diagnosed in two ways. In both cases, we compare the model’s prediction with the objective function’s behaviour. First, by comparing them on the known good configuration, using the objective function log. This allows us to diagnose why good configurations are undervalued by the model. Second, by comparing them on the configurations selected by the optimisation. Here, we can diagnose what makes the model optimistic about sub-optimal configurations. If a structured model is being used, then we can compare each model part’s prediction with the corresponding observed behaviour, and hence diagnose the part of the model that is at fault.

- **The numerical optimisation fails to find promising configurations.** This can be diagnosed by evaluating the acquisition function of the known good configurations and comparing it with the acquisition function of the best configuration found by the numerical optimisation. If the known good configurations have higher acquisition function value, then the numerical optimisation failed to converge. For example, in Section 6.3, I mentioned that the DIRECT optimisation algorithm sometimes failed to find configurations with high expected improvement on the Branin-Hoo benchmark. I observed this by comparing the expected improvement of the known optimum with the best one found by DIRECT.

There are two further issues that can happen when extending a Bayesian optimisation to a structured Bayesian optimisation:
The ProbEngines fail to converge to adequate posterior distributions. This can happen if the number of model parameters being sampled is too large when compared with the number of particles used. Typically, this may happen if more than five parameters are sampled in the model class’s constructor. An easy way to diagnose this is to train multiple ProbEngine’s with the same data and see if there predictions differ. If they do, it is likely the ProbEngines have degenerated and their predictions are only based on few particles.

The numerical optimisation stage becomes more expensive than the objective function. This can happen through decompositions if there are many nested optimisations.

In the rest of this section, I list the different techniques that a developer can employ and refer to the problem they tackle. This offers a summary of most of the methods presented in this dissertation. I first discuss techniques to improve the model’s convergence. These techniques

Increase the similarity of the model to the objective function. This was the topic of Chapter 4. By capturing the developer’s true prior about the shape of the objective function, we are able to converge towards the true objective function with less empirical data.

Improve the model parameter’s prior distribution. A developer should check that the inferred model parameters are sensible and not too far from the prior’s spectrum. They can do so by measuring the average values of the model parameters after a few iterations. This both improves the similarity of the model to the objective function and makes it easier for the ProbEngine to converge to the correct posterior distribution.

Make the model finer grained and increase the number of runtime measurements used. Once again, this will reduce the number of iterations needed for the model to converge towards the objective function’s response surface. If there are already multiple parts in the model, the developer should first diagnose which part is failing to converge. Then, refine the models at fault.

Use cheap experiments. If the model converges too slowly, and some cheap experiments are available and instructive about the behaviour of the objective function, then they can be used in the manner described in Section 6.4. The number of iterations on the inner Bayesian optimisation should be tuned. One heuristic to do so is to make the optimisation spend at least half of its time executing the overall objective function. Hence, we can guarantee that the optimisation is at worst two times slower than without the use of cheap experiments.

If the numerical optimisation fails to converge, two main techniques can be used.

Perform the numerical optimisations on samples from the model, and discriminate between them using the expected improvement. This technique was
discussed in Section 6.3. By making the numerical optimisation work on samples of the model, we are making it work on a smoother objective function. This in turns makes it more likely to converge to good values.

**Decompose the numerical optimisation of the parameter space.** Off-the-shelf numerical optimisation algorithms will perform poorly on configuration spaces with more than five parameters. Decompositions will help tackle the independence between parameters which will make the optimisation more likely to converge.

If ProbEngines fail to converge, two techniques can be employed.

**Increase the number of particles used.** A typical number of particles is 10,000 but larger numbers can be used. In particular, one can use much larger number of particles for the first few observations and reduce their number later on. This way, the model’s prior is sampled with a large number of particles, most of which are discarded based upon the first measurements.

**Exploit the independence between different parts of the probabilistic model.** This was described in Section 4.2.4. This will help ProbEngines converge to the correct posterior distribution. Runtime measurements are necessary to exploit the conditional independence in the model.

Decompositions may lead to a long numerical optimisation time. There are two approaches to reduce this time.

**Use Bayesian optimisation and reinforcement techniques in the numerical optimisation.** A developer can reduce the number of iterations needed by decompositions by using the structured Bayesian optimisation and reinforcement learning based techniques described in Sections 5.4 and 5.5. This may reduce the cost of the numerical optimisation.

**Tune the number of Thompson samples used by the numerical optimisation.** There is a trade-off between the quality of the configurations evaluated on the objective function and the duration of the numerical optimisation. Performing the numerical optimisation on more samples will increase the quality of the best one found at the cost of a higher overhead per iteration. It makes sense to try and balance the time spent in each of the two stages. One extreme example of this is the sort case study in which the numerical optimisation takes orders of magnitude longer to execute than the objective function. This is due to the difficulty of optimising decision trees. Hence, in that context I use a single sample per iteration.

Together, these techniques offer ways to tackle the different issues that may occur with a bespoke auto-tuner. In this dissertation, I have presented a number of abstractions which makes the implementation of these techniques simple and intuitive. In the next chapter, I evaluate bespoke auto-tuners built using these techniques on the three case studies. This will allow me to defend the thesis of this dissertation – that using a small amount of
domain specific information allows the construction of bespoke auto-tuners with higher performance than off-the-shelf optimisers.

6.6 Summary

BOAT includes a number of tools and abstractions. In this chapter, I showed how to combine them to build a bespoke auto-tuner. Implementing a structured Bayesian implementation requires declaring a number of components:

- **Configuration space**: the domain of the optimisation.
- **Structured probabilistic model**: the expected behaviour of the objective function.
- **Sub-optimisation**: a procedure to find the next configuration to evaluate. I argued in this chapter that this was best achieved by generating Thompson samples and discriminating between them with an acquisition function, such as the expected improvement.
- **Objective function**: the function being optimised.
- **Learning function**: a procedure performing inference on the probabilistic model given a new measurement.

Furthermore, I proposed a methodology to exploit cheap experiments by making them part of the objective function of a sub-optimisation. A core advantage of this approach is that the schedule of experiments is explicit, and hence easy to tune.

Finally, I discussed a methodology to build bespoke auto-tuners. The core idea is to start with an overly naive auto-tuner, and then iteratively refine its components so that they are more adapted to the problem at hand.
In this chapter, I evaluate the use of BOAT via the three case studies originally presented in Section 3.1.1: (i) the garbage collection case study in which I tuned configuration flags to minimise the tail latency of a database, (ii) the sort case study in which I tuned decision trees which dynamically dispatch arrays to appropriate sort procedures and (iii) the neural network case study in which I tuned the scheduling of the training of a neural network on a distributed cluster.

The case studies were designed to show a diverse range of contexts in which auto-tuning is beneficial. They presented different challenges. The garbage collection case study showed a situation in which off-the-shelf auto-tuners are amenable. Hence, the goal was to demonstrate that bespoke auto-tuners improved convergence even in these simple settings. The sort case study had a configuration space with many dependencies. It therefore required the advanced use of decomposition methods. Finally, the behaviour of the system in the neural network case study had many interacting components. Thus, it involved building an elaborate probabilistic model.

For each case study, I built a bespoke auto-tuner using BOAT and evaluated its convergence in a range of settings. This evaluation focuses on quantifying two properties:

1. **The benefits of auto-tuning.** Showing that one-size-fits-all configurations yield sub-optimal performances.

2. **The need for a bespoke auto-tuner.** Showing that my auto-tuners reduce convergence time when compared to off-the-shelf optimisers. I compare my performance with OpenTuner [AKV+14] which dynamically adapts its optimisation algorithm to ones that perform well, and Spearmint [SLA12] which implements traditional Bayesian optimisation.
7.1 Garbage collection case study

The garbage collection (GC) case study is the simplest of the three case studies presented in this chapter. It only has three configuration parameters. Hence it did not require the use of decomposition methods to perform the numerical optimisation. The goal of the case study was to minimise the 99th percentile latency of a database application for a range of workloads. Section 7.1.1 shows the design of the BOAT auto-tuner which is then evaluated in Section 7.1.2.

This case study was designed and executed in collaboration with Michael Schaarschmidt who narrowed the original experiment and configuration space and implemented a first version of the optimisation.

7.1.1 Design of the BOAT autotuner

This subsection describes the construction of the BOAT auto-tuner used in this case study.

Configuration space. I tuned the young generation size, survivor ratio and max tenuring threshold flags of the CMS collector [YL96], which is used by default by Cassandra.

Objective function. I configured a single 8 core node to run Cassandra [Apa16] with a 8 GB fixed heap space to model a medium-sized web application. I measured the 99th percentile latency using the Yahoo! Cloud Serving Benchmark (YCSB) a popular and well recognised database evaluation benchmark [CST+10] which has become the standard for the benchmarking of NoSQL databases [RGVS+12, AB13, KGE+15]. YCSB was run on a 24 core machine co-located in the same network. Each experiment was run for 15 minutes. I ran three separate optimisations using YCSB workloads A (50% reads, 50% updates), B (95% reads, 5% updates) and D (95% reads, 5% inserts) (workload C has 100% reads and is not GC-sensitive). YCSB workloads accessed 5 million records.

Model. My probabilistic model, introduced in Section 3.2.1, is composed of three semi-parametric models. It predicts the rate and average duration of minor GCs as a function of the flag values. It then predicts the 99th percentile latency as a function of these statistics as well as the flag values. My analysis showed that the frequency at which major GCs occurred was too low to have an impact on 99th percentile latency.

I included in the parametric part of each semi-parametric model some intuition about the behaviour of the system. The GC rate model, described in section 4.3, models the rate of GCs as inversely proportional to the size of the eden heap region. I also found that the duration of minor GCs tends to increase with the size of the eden and the max tenuring threshold parameter. This was declared in the GC duration model’s parametric part.

The 99th percentile latency tends to be affected by two properties of GCs: their average duration and the fraction of time spent in GCs. The parametric part of the latency model
includes linear penalties for each of these two quantities. These models are too simplistic to capture the full underlying behaviour of the computation, but they do grasp the overall trend. This is sufficient to make the BOAT-based optimiser rapidly converge towards high performance areas.

**Numerical optimisation.** The configuration space only has three parameters and hence I do not use decompositions. I do use the approach of Section 6.3, in which I use Thompson sampling to generate multiple good configurations and select the one which maximises the expected improvement.

### 7.1.2 Results

**Comparison with Cassandra’s default configuration.** I ran the bespoke auto-tuner for 10 iterations. After each optimisation, I re-evaluated the optimised configuration and compared its 99th percentile latency with the default Cassandra configuration. The results are shown in Figure 7.1. Error bars are too small to be displayed in the figure as standard deviations were consistently below 1 ms (all results averaged over 3 runs). The optimised configuration outperforms the Cassandra default configurations by up to 63%. All optimisations converged to within 10% of the best found performance by the second iteration, after 30 minutes.

I found that the optimised configuration used large eden size, making minor collections longer but less frequent. After inspection I noted that this effectively improved the batching of the collection, therefore reducing the total work. Optimised configurations spent well under 1% of their time performing minor collections, whereas in Cassandra default configuration’s case, this was around 4%.

**Comparison with other auto-tuners.** The previous results show tuning does yield
performance improvements over the default Cassandra configuration. I now consider whether generic auto-tuners would be able to yield similar performance improvements in the same timescale. Figure 7.2 compares the bespoke auto-tuner’s performance with OpenTuner [AKV+14] and Spearmint [SLA12], which I ran for thirty iterations. I ran each optimisation three times. For each iteration, I report the median, min and max of the best 99th percentile latency achieved so far. We see that within two iterations, the bespoke auto-tuner consistently found a high performance configuration, after thirty minutes of optimisation. In contrast, it is only at the 16th iteration that one of the other framework’s median value reaches a good performance, after four hours of optimisation.

This case study shows that adding only a little structure to an optimiser can reduce its convergence time. The full probabilistic model fits in under 100 lines of C++ code. The next section presents the sort case study, which required more structure in order for the optimiser to converge.

### 7.2 Sort case study

In this case study, I optimised a sorting procedure based on `std::sort`. The `std::sort` implementation consists of a hybrid implementation of insertion sort and quicksort. A single parameter specifies the balance between the two algorithms. As noted by Ansel et al. [ACW+09], the optimal value of this parameter is dependent on the underlying hardware architecture. Furthermore, because insertion sort performs better on almost sorted arrays, the optimal parameter value is also dependent on the input array.

To tackle a complex input distribution, where some of the arrays may be almost sorted and others not, I defined a decision tree parameter space, as presented in Section 3.3.2.
Queries of the tree can scan the first elements of the input array, at a computational cost, and inspect how sorted they are. Leaves of the tree specify a value for `block_size`. The optimal tree configuration is dependent on the input distribution of arrays and the underlying hardware.

**Configuration space.** I optimised decision trees of maximum depth 4. Queries at each branch of the tree have two configuration parameters. First, `scan_length` which sets the length for which an input array will be scanned by the query. When scanning an array, the query counts the number of adjacent pairs of elements that are unordered. Second, `threshold` which is compared with the number of unordered of elements counted so far – from the root of the decision tree. If an array has more unordered elements than threshold, it is dispatched to the right sub-tree. Otherwise, it is dispatched to the left sub-tree. The leaves contain a single parameter `block_size` specifying the point at which quicksort will stop recursing and insertion sort will be used instead. For simplicity, `block_size` is constrained to be a power of two.

**Objective function.** For each experiment, I used 1000 arrays as a representation of an input distribution. My procedure to generate random arrays takes as input three parameters: \( \lambda, x_m \) and \( \alpha \) and generates each array independently. It samples the length of the array from \( \text{length} \sim \text{Poisson}(\lambda) \) and samples a parameter \( \text{rd.changes} \sim \text{Pareto}(x_m, \alpha) \). It then generates a sorted array of that length and applies \( \text{rd.changes} \) random mutations to it.

When evaluating a configuration’s performance, the objective function outputs the decision tree to code, compiles it, and runs it on the input distribution. For each array, it measures the total time of the procedure as well as the time to sort the array at the leaf.

**Model.** The model predicts the average time required to sort the 1000 arrays for a given configuration. It does so by modelling each array’s performance individually. It models the path of arrays down the decision tree, predicting the time required to perform the scan at each branch using a linear model called `ScanModel`. At the leaves, it predicts the time to sort an array using a semi-parametric model called `SortModel`. The parametric part of `SortModel` is only concerned with the quadratic part of insertion sort. It predicts the array’s sort time as a function of \( u_{\text{array}} \), the number of unordered elements in the array, and \( bs_l \), the value of the `block_size` parameter at the leaf:

\[
\text{time}(bs_l, u_{\text{array}} | \theta_1, \theta_2) = \theta_1 \cdot bs_l^{\theta_2} \cdot u_{\text{array}}
\]

where \( \theta_1 \) and \( \theta_2 \) are two parameters of the probabilistic model. The non parametric model uses a treed Gaussian process, as described in Section 4.5, to model the difference between the parametric model and the observed sort times. It takes as input \( u_{\text{array}}, bs_l \) and the length of the array.

Note that very little structure was added into the parametric part of `SortModel`. I initially
Table 7.1: Hyper-parameters of each input distribution.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>length</th>
<th>$x_m$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>10000</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>II</td>
<td>10000</td>
<td>500</td>
<td>1.5</td>
</tr>
<tr>
<td>III</td>
<td>30000</td>
<td>20</td>
<td>0.7</td>
</tr>
<tr>
<td>IV</td>
<td>100000</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>V</td>
<td>100000</td>
<td>100</td>
<td>0.5</td>
</tr>
<tr>
<td>VI</td>
<td>30000</td>
<td>Random shuffle</td>
<td></td>
</tr>
</tbody>
</table>

designed the model to be more complex, taking into account the computational complexities of insertion sort and quicksort. What I found was that this model performed poorly as the true execution procedure was too intricate to be accurately modelled parametrically. This illustrates the point that, when designing a bespoke auto-tuner, one should always start with the simplest possible implementation and add structure incrementally. In the end, the parametric model I settled on was sufficient to prevent the optimisation from exploring very poor regions of the configuration space. Configurations executing insertion sort on unsorted arrays were discarded. However, it did little modelling work.

**Numerical optimisation.** The numerical optimisation of the decision trees is the most complex one of the three case studies. It effectively performs Thompson sampling. First, it samples a model and uses it to predict – for each array and each valid block size value – the associated sort time.

Then, I used the approach inspired by reinforcement learning that was described in Section 5.5 and evaluated in the context of this case study in Section 5.6. The procedure uses a probabilistic model which predicts the best average sort time achievable by a tree, given a distribution of arrays and a maximum depth for the tree. I designed a semi-parametric model for this task. It takes as input a list of arrays along with their predicted sort time for each block size. It computes the best possible average sort time – if each array used its best block size value – and the worst possible sort time – if all arrays were forced to use the same block size value. Then, based on statistics of the array distribution and the maximum depth of the tree, it predicts a value between these two bounds.

As explained in Section 6.3, I used a single model sample per iteration of the Bayesian optimisation, effectively performing Thompson sampling. This was done to reduce the cost of the numerical optimisation which dominates the overall optimisation. The exploration properties of the procedure were therefore worse than that of the other two case studies. Some of the configurations selected for evaluation were known to be unlikely to perform well. Hence, I ran each optimisation for twenty iterations.

**Comparison to std::sort.** I applied my auto-tuner to arrays generated by the seven distributions presented in Table 7.1. Figure 7.3 shows the normalised average sort time of each optimised implementation on each distribution.
It is worth noting three points. First, the optimised configuration systematically outperforms `std::sort` (right column). This is because `std::sort`’s implementation was tuned to be efficient on purely random arrays, and hence it fails to achieve optimal performance in other contexts. Even for purely random arrays (Distribution VI), its performance is sub-optimal because its `block_size` value is not adapted to the underlying machine. The decision tree optimised on Distribution VI had no branches. In its single leaf, it had the optimal value for `block_size`.

Second, for each input distribution, the corresponding optimised implementation had the best performance (the white diagonal), confirming that we were able to tune the decision trees accordingly. Third, no implementation performed well on all input distributions (no white column) suggesting a “one size fits all” approach is not appropriate here.

**Comparison with other auto-tuners.** Figure 7.4 compares the bespoke auto-tuner’s performance with OpenTuner [AKV+14] and Spearmint [SLA12], which I ran for sixty iterations on array Distribution IV. I ran each optimisation three times. For each iteration, I report the median, min and max of the best average sort time achieved so far. We see the bespoke auto-tuner quickly converged to good configurations. On the other hand, the off-the-shelf auto-tuners still had high variance and poor median performance after 60 iterations.
I discuss two aspects of this experiment. First, the variance of the bespoke auto-tuner best achieved performance. There is a significant difference between the median best achieved performance (512\,µs) and the maximum best achieved performance (585\,µs). I attribute it to the variance due to EC2’s virtualisation. The optimisation that achieved the worst result also performed significantly worse than the other two optimisations on the first iteration, despite them using the same initial configuration.

Second, the total runtime of the optimisation. The BOAT based auto-tuner suffers from an overhead of approximately 15 minutes per iteration due to the numerical optimisation. This dominates the overall optimisation cost. An entire optimisation took approximately six hours to complete. However, the other auto-tuners ran in approximately the same time. Their total optimisation time was around four hours. This is because they evaluated configurations which applied insertion sort to large unsorted arrays. Hence, I expect that my bespoke auto-tuner would finish its optimisation significantly faster than the other frameworks when applied on a distribution with larger arrays, or fewer almost sorted arrays.

This concludes the sort case study. The main take away message from this case study is that complex decomposition approaches were successful at finding efficient configurations. When initially tackling this case study, I had considered the use of heuristic tree optimisation methods. However, the results were significantly poorer. In particular, optimised implementations often did not perform best on their input distribution. Hence, the equivalent of Figure 7.3 did not show a white diagonal.
7.3 Neural networks scheduling case study

I now present my neural network case study. Neural networks have seen a surge of interest in recent years, and many frameworks have been proposed to facilitate their training \cite{CKF11, The16, JSD14, AAB15, CLL15}. In this case study, I built a bespoke auto-tuner on top of TensorFlow, a recent framework for distributed machine learning \cite{AAB15}.

The API offered by TensorFlow to machine learning applications is low-level. Users must manually set which of their available machines should be used and how much work each should do. TensorFlow offers no automated approach to balance workloads in a distributed setup. This task is especially difficult in heterogeneous settings, where the optimal load of a machine depends on its computational power. Further, the synchronisation cost of machines can be high, and hence the slowest workers should not be used at all.

Using BOAT, I built a bespoke auto-tuner that balances a TensorFlow workload. The tuner takes as input a neural network architecture, a set of available machines and a batch size (an algorithmic parameter described in the next subsection). It then performs ten iterations, each time evaluating a distributed configuration, before returning the one with highest performance. The tuning always finishes within two hours.

The next subsection gives a background of the computation used to train neural networks in a distributed setting.

7.3.1 Training Neural Networks with Stochastic Gradient Descent

**Stochastic Gradient Descent.** Neural networks are typically trained with backpropagation using Stochastic Gradient Descent (SGD). Each iteration, a random batch of samples from the training set is drawn. The number of samples is called the \textit{batch size}. Using each sample independently, an estimate of the gradient of the network parameters with regard to a \textit{loss function} is computed. This is done via backpropagation. Gradient estimates are aggregated and used to update the neural network parameters.

Higher batch sizes lead to more parallelism, but lower batch sizes can result in better accuracy of the final neural network \cite{Kri14, KMN16}. We cannot quantify in advance the impact of the batch size on accuracy, as it depends on the training data, but the experiments presented in this section expose the trade-off between batch size and computational speed.

**Distributed SGD.** The parameter server architecture \cite{DCM12} typically used for distributed SGD employs two types of tasks:
Parameter Server tasks synchronise the gradients at every iteration and update the neural network’s parameters. Each parameter server task is associated with a section of the parameters, e.g. the first layer.

Worker tasks compute the gradient estimates. Each worker is assigned a set of inputs. Each iteration, the worker fetches the updated parameter values from the parameter servers. It then computes the gradient estimate using the inputs it has been assigned. Finally, it sends these gradients back to the relevant parameter server.

Typically, stochastic gradient descent is implemented synchronously. A barrier after each iteration forces workers to compute gradient estimates using the same parameter values. Some systems implement asynchronous SGD [RRWN11], which removes this barrier and lets workers compute gradients on stale parameter versions. This improves computational performance, especially with large numbers of workers, but can hurt convergence and decrease the final result quality [CMBJ16]. In this case study, I only consider the synchronous version.

7.3.2 Tuning Distributed Stochastic Gradient Descent

When used to train neural networks, SGD can take hundreds of thousands of iterations, requiring days to complete. However, since the same computation is at performed every iteration, we can evaluate the computational performance of an SGD implementation by only running a few iterations. The goal in this case study is to optimise the distributed scheduling of a neural network in order to minimise the average iteration time, in a total optimisation time that is small compared to the training time.

Configuration Space. I tuned the scheduling of a parameter server architecture to minimise the average iteration time. Given a set of machines, a neural network architecture and a batch size, the auto-tuner optimises:

- **work**: vector of boolean parameters, specifies which subset of machines should be used as workers.
- **ps**: vector of boolean parameters, specifies which (possibly overlapping) subset of machines should be used as parameter servers.
- **inputs**: number of inputs allocated to each worker and device. Given a working machine \( m \), \( \text{inputs}_m \) refers to the number of inputs allocated to that machine. The total number of inputs across all machines must sum up to the batch size. Furthermore, given a device \( d \) on a worker machine, \( \text{inputs}_d \) refers to the number of inputs allocated to that device. For a working machine \( m \), the sum of inputs allocated to its devices must sum up to \( \text{inputs}_m \).
There are effectively two boolean configuration parameters per machine specifying whether it should be a worker and/or a parameter server. There are also one to two integer parameters per machine, depending on whether it has a GPU, specifying its number of inputs. In my experiments, I tuned the scheduling over 10 machines, setting 30-32 parameters. In the largest experiment there are approximately $10^{53}$ possible valid configurations, most of which lead to poor performance.

Note that the auto-tuner only considers system parameters. The computation performed will be the same independently of the configuration used. In particular, the selected configuration does not affect accuracy.

**Objective function.** To measure the performance of a setting, the objective function first turns the configuration into python code executing TensorFlow. Then, it performs twenty iterations of SGD. The first few iterations often show a high variance in performance and hence it returns the average time of the last 10 iterations. I found this was enough to get accurate measurements, and that repeating configurations showed little underlying noise.

### 7.3.2.1 Probabilistic model of distributed SGD

The probabilistic model takes as input three arguments: `work`, `inputs` and `ps_size`. The first two are the configuration parameters described above. The vector `ps_size` contains floats specifying the size of the parameters hosted on each machine. This is 0 for non parameter server machines.

This is more informative than `ps`, the set of machines used as parameter server, which is what the auto-tuner directly controls. When given the list of parameter server machines, the python framework attempts to distribute the load in a uniform way. However this is still done at the granularity of individual tensors and hence some imbalance remains. For any setup, the python framework can be queried to get the resulting load distribution.

The model constitutes of three parts.

**Individual device computation time.** For each device – CPU or GPU – on a worker machine, I modelled the time needed for it to perform its assigned workload. This time should be near linear with respect to the number of inputs. However, SIMD architectures benefit from parallelism in the computation and hence, as the number of input grows, the performance per input of the computation sometimes increases. I explore this behaviour in more details in Section 7.3.4.2. I used a Gaussian process to model the time per input as a function of the number of inputs.

$$\text{computation_time}(d) = \text{inputs}_d \times \text{GP}_d(\text{inputs}_d)$$

I fitted one individual device model per type of device available (e.g. c4.4xlarge CPU, or
Nvidia GPU K520).

**Individual machine computation time.** For machines with multiple devices, the gradient estimates were summed locally on the CPU before being sent to the parameter servers. The cost of transferring data to and from the GPUs and aggregating the gradients is non negligible and hence I modelled it as well. I used a Gaussian process to map the difference between the maximum time needed by any device on the machine and the total time needed by the machine. For a machine $m$

\[
\text{computation\_time}(m) = \max_{d \in m} \text{computation\_time}(d) + GP_m(\{\text{inputs}_d : d \in m\})
\]

**Communication time.** I modelled the communication time as a semi-parametric model. The parametric model learns a \text{connection\_speed} parameter per type of machine (e.g. EC2 instance type). It predicts the total communication time as

\[
\max_{m \in \text{machines}} \frac{\text{transfer}(m)}{\text{connection\_speed}_m}
\]

where $\text{transfer}(m)$ is the amount of data that must be transferred each iteration by machine $m$. It can be computed using:

\[
\frac{1}{2} \text{transfer}(m) = ps_m \times (|\text{work}| - \mathbb{1}(work_m)) + \\
\mathbb{1}(work_m) \times (\text{network\_size} - ps_m)
\]

where $|\text{work}|$ is the total number of workers and $\text{network\_size}$ is the size of the entire neural network. The first terms model the amount of data $m$ must transfer as a parameter server. The second, the amount of data it must transfer as a worker. The preceding $\frac{1}{2}$ models the fact that there are two transfer windows per iteration, one to send neural network parameters, the other to send gradients.

I used a single communication time model for the entire cluster. Finally, the model predicts the total time of an SGD iteration as the sum of the maximum predicted individual machine time and the communication time. The full model fits under 500 lines of C++ code.

Since the probabilistic model simulates individual device and machine computation times, it benefits from real measurements of these properties. The objective function therefore also measures, for each experiment, the time needed by all devices and machines to perform their assigned workload.
7.3.2.2 Numerical optimisation

At each iteration, the numerical optimisation Thompson samples 100 configurations. It then selects the one with the best expected improvement. To perform the numerical optimisation on a model sample, I used a hierarchical decomposition.

On the highest level, I used a simulated annealing procedure to optimise the boolean values of the \texttt{work} and \texttt{ps} configuration parameters, which specify which machines are workers and which are parameter servers. This is illustrated in Figure 7.5. I made the objective function of simulated annealing use memoisation to avoid repeating the same sub-optimisation multiple times.

On a second level, I optimised the number of inputs allocated to each machine. I did so using the decomposition technique for load balancing described in Section 5.3.2, which itself uses two levels. It creates a fictitious parameter \texttt{max\_computation\_time} and optimises its value. The loads of the workers are then optimised individually, so that each worker processes as many inputs as possible while still performing its computation in a time shorter than \texttt{max\_computation\_time}'s value. \texttt{max\_computation\_time} can be optimised with a simple binary search. If all the inputs get allocated it is reduced, otherwise it is increased.

Finally, on the bottom level of the decomposition, I optimised the load balance between different devices on a worker using the DIRECT algorithm. Note that the load balance optimisation technique that I use across workers would not work here as the device aggregation model may predict that, for example, it is beneficial for the GPU to finish its computation before the CPU.
### 7.3.3 Results

**Experimental Setup.** I evaluated the auto-tuner on Amazon EC2 using TensorFlow version v0.8. There are three inputs to the tuning procedure. The machines available, the neural network being trained and the batch size.

I constructed three machine settings, described in Table 7.2, which are designed to recreate heterogeneous environments. Each contains 10 machines of varying computational power. Settings B and C contain one and two GPU instances respectively. While neural networks perform most efficiently on GPUs, I tried to design realistic settings where a variety of CPUs and GPUs were available.

I evaluated each of the three hardware setting with the three neural networks referenced in Table 7.3, using four batch sizes for a total of thirty-six experiments. The four batch sizes for each network were selected to explore the trade-off with processing speed. Recall that batch size is an algorithmic parameter equaling inputs per iteration, and that lower batch sizes tend to improve final result accuracy at the cost of less parallelism.

A few trade-offs are important to note:

- The size of the neural network varies by almost an order of magnitude from Google-Net(26.7MB) to AlexNet(233MB). Since the parameters of the network need to be exchanged between parameter servers and worker machines every iteration, we should expect this to have an influence on the communication part of the protocol. Specifically, we should expect that configurations optimised for the AlexNet network use fewer workers than those optimised for GoogleNet.

- The type of the network has an impact on its performance. While the GPUs instances used systematically outperform the CPU instances, perceptron architectures tend to show a smaller gap in performance than convolutional ones. Hence we should expect configurations tuned for SpeechNet to make more use of CPU machines than those optimised for the similar sized AlexNet.

I reference experiments using a shortened name, for example, C-AlexNet-2^8 refers to the experiments of scheduling AlexNet on Setting C with a batch size of 2^8.
**Table 7.3:** The three neural networks used in the experiments. Size is the size of the parameters which must be transmitted to and from workers each iteration. Ops is the number of floating point multiplications per input. The name “SpeechNet” is introduced here for clarity – this network was recently proposed for benchmarking [Chi].

**Comparison with simple configurations.** To show the importance of tuning, I compared the optimised configurations with two simple configurations:

- **Uniform Devices:** Time per iteration when splitting the load uniformly across devices. In this context, each machine is used both as a worker and as a parameter server.

- **Uniform GPUs:** Time per iteration when splitting the load uniformly across GPUs. This only applies to Settings B and C as Setting A does not have a GPU. In this context, only machines with GPUs are used as parameter servers. I empirically found this to be the best parameter server placement.

Figure 7.6 shows the outcome of each experiment. The optimised configurations significantly outperformed simple configurations on most experiments. The greatest improvement, in the context of C-SpeechNet-216, shows a speed-up of 2.9×. Looking at the results closely shows that two factors lead to better performance:

- **Better load balancing:** Comparing “Uniform Devices” configurations with the optimised configurations on GoogleNet shows this well. Both used all available devices but the optimised configurations are significantly faster due to better balancing of the workload across workers.

- **Better selection of workers:** Common wisdom says that GPUs are far superior for computation on neural networks, but in multiple cases performance was increased by over 2× by adding CPU machines and tuning the system correctly.

Furthermore, there are a number of insights that can be gathered from Figure 7.6 on how the different contexts impacted the optimised configurations.
Figure 7.6: Normalised time per input (lower is better) of simple and optimised configurations on each experiment. Within each sub-graph, results are normalised by the best achieved time per input. This is always the one of the optimised configuration on the largest batch size (the lower right point of each sub-graph). The normalisation factor, i.e. the best time per input, is shown at the top right of each sub-graph in milliseconds. For each optimised configuration, I report the number of workers used.
• **Impact of batch size:** In each experiment, increasing the batch size systematically resulted in the use of a greater (or equal) number of workers. This is what is expected – increasing the batch size increases the amount of computation with no change on the communication cost.

• **Impact of network size:** We see that the optimised configuration of smaller networks, like GoogleNet, took advantage of all machines as they incurred a low communication overhead. In comparison, AlexNet and SpeechNet were only able to leverage extra machines when there was enough work to perform, i.e. when the batch size was large. GoogleNet is by far the smallest network and hence it had a low communication cost, always taking under 20% of the iteration time. In the context of the larger AlexNet and SpeechNet, this rose up to 40%.

• **Impact of the neural network type:** The optimised configurations of SpeechNet used more machines than those of AlexNet for a similar computation cost. For example, C-AlexNet-2 and C-SpeechNet-2 had similar performances in the GPU only setting, but SpeechNet improved significantly with more CPU machines. Part of this can be explained by the fact that SpeechNet is slightly smaller in size, and hence has a lower communication cost. The major factor, however, is the reduced gap in between CPU and GPU performance on the perceptron type of neural network architecture. The optimised configurations for AlexNet on setting B placed approximately 3.4 times more inputs on the available GPU than on each c4.8xlarge CPU. For SpeechNet on the same setting, this ratio was 1.6.

Each of these items confirms the intuition that “one size fits all” approaches are not appropriate, as optimised configurations are influenced both by hardware and workload.

Finally, it is interesting to note the exposed trade-off between batch size and processing speed. Recall that batch size is an algorithmic parameter and lower batch sizes tend to produce better accuracy of the final neural network. Each sub-graph of Figure 7.6 shows how much was gained, in terms of processing rate, by increasing the batch size and hence the parallelism of the computation. With my auto-tuner, users can find optimised configurations for different batch sizes and easily explore this Pareto-front, hiding the details of the configuration used.

**Comparison with other auto-tuners.** I now consider whether the benefits of auto-tuning could have been achieved with an off-the-shelf optimisation tool. Figure 7.7 compares the performance of the bespoke auto-tuner with OpenTuner [AKV+14] and Spearmint [SLA12], which were each ran for thirty iterations. Each optimisation was ran three times, I report for every iteration the median, min and max performance of the best configuration found so far.

The bespoke auto-tuner significantly outperformed generic auto-tuners. The median best configuration achieved by OpenTuner is 8.71s per SGD iteration, more than twice as slow
as BOAT’s median time (4.31s), and not much faster than the Uniform GPUs configuration (9.82s). The reason this tuning task is difficult is because the space of efficient configurations is extremely narrow – assigning one of the workers too much work creates a bottleneck and yields poor performance.

All of the experiments finished the ten iterations within two hours. As neural networks training typically lasts over a week, the performance gains largely outweigh the tuning overhead, making this auto-tuner practical in realistic settings. The largest experiments involved 32 dimensions. I expect that the auto-tuner retain the same convergence in larger settings as there would be a proportional increase in the number of runtime measurements.

7.3.4 Querying the learnt models

One of the advantages of optimising configurations with a structured probabilistic model is that, after the optimisation, we can query the model to understand the system’s behaviour. In this subsection, I explore two properties of the learned models. First, I analyse the communication model inferred after the optimisation of A-AlexNet-2\textsuperscript{10}. Then, I query the individual machine models inferred from optimising B-GoogleNet-2\textsuperscript{7}.

7.3.4.1 Querying the communication model

A surprisingly important aspect of the tuning is the ability of the optimiser to detect machines with fast network connections and to use them as parameter servers. I investigate the impact of parameter server placement in the context of A-AlexNet-2\textsuperscript{10}. Table 7.4 shows the details of the optimised configuration. Note that only three of the six available worker machines are used as parameter servers. Figure 7.8 shows the breakdown of the
costs for that model. Communication is an important part of the execution, taking 39.4% of the total runtime.

I am able to query the model on different configurations and observe their predicted impact. For example, I find that using all six working machines as parameter servers is predicted to increase the communication time from 1.87 to 2.74 seconds.

I investigate the parameters inferred by the model. Table 7.5 shows the distribution of network connection speeds inferred by the model against the ones advertised by Amazon for the same instances [Ama]. Although the model’s inferred parameters do not directly match the advertised values, they do follow the correct trend. Furthermore, they were sufficiently accurate to make the optimisation converge to a good configuration in which the majority of the neural network’s parameters were placed on instances with fast network connections.

<table>
<thead>
<tr>
<th>Instance Type</th>
<th>Modelled time per GB(s)</th>
<th>Advertised time per GB(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>c4.2xlarge</td>
<td>4.12 ± 0.69</td>
<td>8.0</td>
</tr>
<tr>
<td>c4.4xlarge</td>
<td>3.25 ± 0.69</td>
<td>4.0</td>
</tr>
<tr>
<td>c4.8xlarge</td>
<td>2.22 ± 0.45</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 7.5: Connection factors inferred by the model after 10 iterations of A-AlexNet-2\textsuperscript{10}.
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Figure 7.9: Distribution of the computation and communication costs in the optimal found configuration of B-GoogleNet-2.
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<table>
<thead>
<tr>
<th>c4.2xlarge</th>
<th>c4.4xlarge</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>Y(5.20MB)</td>
</tr>
<tr>
<td>Work</td>
<td>Y(8)</td>
</tr>
</tbody>
</table>

Table 7.6: Optimal configuration of B-GoogleNet-128. First row describes whether a machine is used as a parameter server, and if so, the size of the parameters it holds. Second row shows whether it is used for work, and if so, the number of inputs scheduled on each of its devices.

<table>
<thead>
<tr>
<th>c4.8xlarge</th>
<th>g2.2xlarge</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>Y(7.05MB)</td>
</tr>
<tr>
<td>Work</td>
<td>Y(12)</td>
</tr>
</tbody>
</table>

7.3.4.2 Querying the individual machine model

Table 7.6 shows the optimised configuration for B-GoogleNet-2. The breakdown of costs for that setting is shown in Figure 7.9. There are two surprising features of this optimised configuration which I discuss here.

First, the parameter server placement in the optimised configuration seems sub-optimal – c4.4xlarge machines could be used instead of c4.2xlarge as they have higher bandwidth. However, it is unlikely that this improvement would have a significant impact. The best average communication time that I observed across GoogleNet experiments was 0.12 seconds, only 0.01 seconds faster than this configuration.

Second, the auto-tuner assigned 12 inputs to each of the c4.4xlarge machines, which is one more than the loads assigned to the more powerful c4.8xlarge machines. Querying the model confirmed that for low input sizes c4.4xlarge was predicted to have the higher performance. I investigated this by performing a series of experiments on a c4.4xlarge and c4.8xlarge instances. These results along with the model predictions are shown in figure 7.11.

The experiments confirm that the auto-tuner was being sensible when placing one more item on c4.4xlarge instances than on c4.8xlarge. For low batch sizes, the large number of cores of c4.8xlarge instances (36) leads to a significant overhead. This is despite there
Figure 7.10: Inferred time to compute the gradient of GoogleNet by individual machines. The shaded area shows the confidence interval. Note that the model is uncertain about the regions far from the optimum. In the region of interest, 10 – 15 inputs, it gives a slight edge to c4.4xlarge machines.

Figure 7.11: Empirical time to compute the gradient of GoogleNet by individual machines. Each data point is averaged over 50 iterations with a 10 iterations warm up. Error bars show the uncertainty of the average.
being large amounts of parallelism within the computation of the individual inputs. This highlights the importance of auto-tuning – a rule of thumb approach would have likely made a sub-optimal use of the machines available.

These results also highlight the benefits of BOAT’s grey box approach. Querying the model offers an easy way to understand the decisions made by the optimiser, something that would be difficult to achieve with a standard black box auto-tuner. This can help systems developers diagnose inefficiencies and bottlenecks. In this particular example, they may reconsider their implementation of convolutional neural networks on many core machines.

7.3.5 Conclusion

In conclusion, I built a bespoke auto-tuner to optimise the distributed scheduling of the training of neural networks using BOAT. In the majority of cases, the auto-tuner improved performance over naive configurations. The auto-tuner was able to adapt to different loads, network types and hardware. When applied to this task, standard auto-tuners were not capable of converging to good configurations in a reasonable time.

An interesting outcome of the results was that, in mixed CPU and GPU clusters, using CPUs could significantly improve performance. Finally, I showed the benefits of having a structured probabilistic model of the system being optimised. I used it to understand the trade-offs tackled by the tuned configurations and diagnose inconsistencies in the system.

7.4 Summary

This chapter presented the application of BOAT to the three case studies presented in this dissertation. The main conclusions are as follows:

- In all cases, the bespoke auto-tuner surpassed the performance of its off-the-shelf counterparts. It converged in fewer iterations to high performance configurations. In some cases, the optimisation problems were too difficult for off-the-shelf auto-tuners to converge in a reasonable time. On the other hand, the bespoke auto-tuner consistently converged within ten to twenty iterations. This supports the thesis made in this dissertation that the construction of bespoke auto-tuners makes auto-tuning applicable in previously unexplored contexts.

- Optimised configurations can show significant performance improvements over ‘one-size-fits-all” approaches. In the garbage collection case study, optimising garbage collection flags reduced Cassandra’s 99th percentile latency by up to 69% over default settings. In the neural network case study, the optimised configurations resulted in speed-ups of up to 2.9× compared to simple alternatives.
• For simple optimisation problem, such as the garbage collection case study, adding only a little structure was shown to reduce convergence time. Hence bespoke auto-tuners can be a sensible choice in simple settings.

• For optimisation problems with complex configuration spaces, such as the sort case study, the decomposition approaches proposed in Chapter 5 were shown to be successful at tackling the numerical optimisation stage of a Bayesian optimisation.

• The probabilistic models used by BOAT can be queried to profile the system’s behaviour. In the neural network case study, I used them to deduce the effective network bandwidth of different EC2 instances. I also diagnosed that, in some contexts, machines with more CPU cores had worse performance.

Together, these results show that BOAT can be used to build bespoke auto-tuners with good convergence properties. In the next chapter, I discuss similar approaches that are used in the context of computer systems.
CHAPTER 8

RELATED WORK

This chapter discusses approaches used in the context of computer systems that are related to BOAT. What distinguishes BOAT from most of the works presented in this chapter is that BOAT is designed for iterative optimisation. Given an objective function, a bespoke auto-tuner will repeatedly evaluate the objective function to find a good configuration. I discuss applications of iterative optimisation to computer systems in Section 8.1.

Many systems instead perform preemptive optimisation (Section 8.2). They receive a query at runtime and optimise some aspect of its schedule to maximise performance. This is more difficult as the runtime behaviour of a query cannot be known in advance. Hence, they rely on simple performance models, sometimes coupled with historical traces. Some systems will also continuously monitor their current performance to adapt their configuration runtime. I briefly discuss these approaches in Section 8.3.

Preemptive and runtime optimisation approaches are complementary to the ones proposed in this dissertation. Runtime decisions are necessary to respond to a changing environment. However, to solve trade-offs such as the balance between decision making and actual computation, a static approach is more appropriate. This is what BOAT aims to offer.

Section 8.4 discusses the applications of decompositions to network scheduling and optimisation. Finally, Section 8.5 briefly reviews related work in probabilistic programming.

8.1 Iterative optimisation of programs

This section discusses approaches which, like BOAT, perform an iterative optimisation. I first discuss generic auto-tuning frameworks (Section 8.1.1). I then review some uses of auto-tuning in computer systems (Section 8.1.2). Finally, I mention compilers that are able to perform an iterative optimisation (Section 8.1.3).
This subsection highlights PetaBricks [ACW09] and OpenTuner [AKV14], two significant contributions in the space of generic auto-tuners.

PetaBricks is a language and compiler which allows users to express algorithmic choice. Users implement a PetaBricks program which allows for a range of valid implementations. The PetaBricks compiler then performs an iterative optimisation to find a high performance implementation of the program on the target machine. The compiler turns the original program into parallel C++ code and evaluates a variety of implementations before selecting the one with the highest performance. This optimisation is performed using an evolutionary algorithm.

One of PetaBrick’s features as a general purpose autotuner is that it natively reasons about algorithms that are applied on collections of elements such as arrays and matrices. It leverages this by evaluating the performance of some configurations on reduced sized inputs at a fraction of the cost.

An extension to the PetaBricks language allows it to leverage input features. This way, a decision tree can be built to dispatch inputs to appropriate configurations [DAV15]. This is similar to the configuration space I used in my sort case study and, indeed, the authors apply the extension to the problem of sorting. However, due to the use of PetaBricks’ parallel runtime, the results are not directly comparable to the ones presented in this dissertation.

OpenTuner is a python library for auto-tuning. Users implement a python class with a number of parameters that should be optimised, along with an objective function. Unlike PetaBrick, the configuration space does not allow for the recursive parameters such as trees.

To select the next configuration to evaluate, OpenTuner uses one of its many optimisation algorithms, such as evolutionary algorithms, or the Nelder-Mead method [NM65]. A top-level meta-optimiser iteratively learns which algorithms perform well on the problem at hand and select them more frequently. All configuration-evaluation pairs are stored in a database that is shared among algorithms.

One of OpenTuner’s main conclusions is that the optimisation should be adapted to the problem at hand. For example, OpenTuner distinguishes between different types of parameters. Categorical parameters are represented differently from integers. When optimisation algorithms are executed, these properties are exposed. This is different from traditional optimisation which usually maps a configuration into a vector of real numbers. Similarly, the optimisation algorithm that is most used is the one that performs best on the specific problem. In both these cases, the optimisation is adapted to the problem at hand. This conclusion motivates the work presented in this dissertation. In order
to perform the optimisations efficiently, we must leverage the structure specific to the problem at hand.

It is worth noting that PetaBricks and OpenTuner were both designed to optimise programs with execution times not exceeding the seconds scale. Hence, they were able to try thousands of different configurations in a reasonable time. This is different to the problems tackled in this dissertation for which the optimisation budget did not exceed twenty evaluations of the objective function.

8.1.2 Auto-tuners for system configurations

A number of auto-tuning frameworks have been developed to optimise the performance of specific systems. In these works, estimating the performance of a configuration can be done in a short time, allowing the auto-tuner to evaluate many configurations.

This approach is extensively used for numerical libraries so that they can adapt to the underlying hardware. ATLAS [WD98] generates an optimised implementation of the BLAS API [BDD+01] for linear algebra. Similarly, PHIPAC [BACD97] auto-tunes the implementation of dense matrix multiplications, SPARSITY [IY01] and OSKI [VDY05] optimise the implementation of sparse matrix kernels, FFTW [FJ98] and UHFFT [MJ01] generate optimised implementations of fast Fourier transforms and SPIRAL [PMS+04] auto-tunes a range of digital signal processing procedures. In these works, the configuration space is structured enough so that an almost exhaustive approach combined with heuristics generates good implementations in a reasonable time.

Another area which has seen large amounts of auto-tuning work is the optimisation of GPU code [SFLD15, NM09, MGJ13, GGXS+12]. For example, Steuwer et al. [SFLD15] introduce a high-level language for GPU programming. They develop a set of rewrite rules to transform programs written in their language to OpenCL code. The order in which the rules are applied changes the resulting implementation. They search the space of possible implementations by applying the rules in random, heuristically-guided orders.

It is rare to see iterative optimisation used for more complex systems as they are usually more expensive to evaluate. Chopper [HNADAD15] explores the configuration space of the Linux file system to reduce its tail latency. However, the goal was to generate an overall improved implementation, not to tackle performance portability. Duan et al. propose iTuned [DTB09], which uses traditional Bayesian optimisation to tune the configuration parameters of a database.

8.1.3 Iterative compilation

Optimising compilers use an implicit model of the runtime behaviour of the program to select an optimised implementation. Some compilers can exploit runtime measurements
from previously compiled versions of the program to refine this model [PH90, BKK+98, ABC+06, CLM16]. This is sometimes referred to as profile-guided optimisation (PGO) or feedback-directed optimisation (FDO). On a first iteration, the program is compiled and its behaviour profiled. The program is then compiled again with the profile information given to the compiler. This process can be repeated for multiple iterations. The type of optimisation problems that I tackle with BOAT are more complex and profiling information is not sufficient to deduce good configurations.

8.2 Preemptive optimisation of programs

In many contexts, a system takes as input a program or query to generate a corresponding optimised implementation. This section discusses some of these approaches and their relationship to BOAT. One fundamental difference is that BOAT based auto-tuners perform an iterative optimisation and hence repeatedly measure the performance of the same program. On the other hand the approaches presented here have an implicit or explicit model of the computation behaviour, which they use ahead of time to optimise it.

Optimising compilers. Perhaps the most common use of computer program optimisation is via optimising compilers. They reason at a low-level about a program’s execution to optimise its implementation [CT11]. While some of these optimisations yield strictly faster programs, such as common sub-expression elimination [Coc70], other take into account an implicit model of a machine’s architecture [KA01].

Database compilers. In a similar way to traditional compilers, databases use performance models to predict the behaviour of queries before their execution [Cha98, ZLC10]. They perform an optimisation over a complex configuration space to schedule the query, but rely on the constrained scope of queries – which only use relational operators – to make accurate predictions.

Some approaches also exploit historical data. For example, Wrangler [YAK14] uses support vector machines [Mur12] trained on previous executions. It predicts ahead of time whether executing a task on a machine will lead to a straggler. Starfish [HLL+11] and MRTuner [SZL+14] profile the execution of MapReduce tasks [DG08] to optimise the configuration parameters used for subsequent tasks. Once again, the simplicity of the MapReduce framework makes it possible to accurately predict the behaviour of a query ahead of time.

Cluster scheduling. The role of schedulers is to allocate resources to tasks. They tackle the optimisation problem of allocating resources in the most performant or most fair way. In some cases, this optimisation is implicit. For example, the Hadoop fair scheduler [Had] uses a queue based approach to dispatch tasks.

Another approach is to use a cost model to evaluate the impact of scheduling decisions.
Amir et al. propose E-PVM [AAB+00] which uses such a model to schedule a single job. Google’s Borg [VPK+15] uses a similar approach, with a different cost model designed to reduce the fragmentation of tasks across machines. The Quincy scheduler [IPC+09] also uses a cost model but considers all tasks and machines simultaneously. All resources and tasks are mapped on a flow network. It uses a min-cost flow solver to find an optimal schedule. This approach more accurately captures the optimisation problem being tackled, although it is also more expensive. However, Firmament [GSG+16] shows that it is possible to scale this method to modern datacenters.

The use of a cost model is similar to the approach presented in this dissertation. Both use this model to perform an optimisation and make informed choices. However, in order to make these choices in a reduced time, the models discussed here are simplified so that they can be optimised in a short time. For example, min-cost flow solvers rely exclusively on linear relationships. BOAT auto-tuners can perform optimisations over more complex and expensive models, but will not converge in the sub-second time scale.

Cheap experiment based approaches. A recent trend in systems has been to perform a reduced execution of a program to infer its long term behaviour. For example, the incoming query can be profiled on a reduced dataset or for a limited time. Then, a statistical approach can be used to predict the query’s entire behaviour.

Paragon [DK13] is a data centre scheduler which uses collaborative filtering techniques [Mur12] to classify incoming workloads and schedule them appropriately. The collaborative filter models platform heterogeneity and the interference between co-located workloads. An incoming workload is executed for a few short-runs to determine its runtime behaviour. The results are then compared with previously scheduled workloads to predict how well the application will run on the different hardware platforms. In their subsequent work Quasar [DK14], the authors generalise their approach to resource allocation, using previous workload traces to predict how well an application will scale-up or scale-out.

In ProteusTM [DDK+16], Didona et al. use a similar approach to select an appropriate transactional memory (TM) implementation for an application. It starts by profiling a number of applications off-line to build a training set. At runtime, when a workload is received, it uses Bayesian optimisation to explore the impact of TM implementations on the application’s performance. It then uses the data observed throughout the optimisation to recommend a TM implementation, using a collaborative filter and the off-line data.

Ernest [VYF+16] is a performance prediction framework for large scale data-analytics applications. They design a parametric model to model an applications’ performance as a function of the quantity of data and the number of machines used. Given a data analytics application, they predict the application’s performance by first running it on a subset of the data. They use optimal experimental design methodology [Puk93], including the experiment’s cost, to select the cheap experiment. The parametric model then predicts the cost of running the full application based on the empirical measurements.
These later approaches use generic probabilistic models to predict performance. This works well when the domain of possible configurations is small enough. However, in high dimensional settings, the curse of dimensionality will prevent a model from accurately representing all possible configurations. BOAT tackles this by using bespoke models which are engineered to resemble the system’s behaviour.

### 8.3 Runtime control and optimisation

In this section, I discuss systems that dynamically adapt their configuration or decisions based on runtime measurement. In order to react well to their environments, these approaches require a high quality feedback function quantifying the system’s performance in real time.

**JIT compilers.** Some Just-In-Time (JIT) compilers are capable of dynamically re-compiling the application’s code based on its observed behaviour [GPF06, GES+09].

**Runtime tuning frameworks and applications.** Active harmony [cCH02] is an automated runtime tuning system. It allows an application to expose its configuration knobs so they can be tuned at runtime. Underneath, it uses the Nelder-Mead simplex method to search the domain of configurations.

Similarly, Heartbeat [HES+10] is a framework for runtime tuning. It decouples applications being tuned from the dynamic optimiser. PowerDial [HSC+11] uses Heartbeat to dynamically tune configuration parameters to trade-off quality-of-service metrics with power usage. Similarly, the Angstrom processor [HHK+12] is a multicore which monitors the hardware state at a low granularity. It uses the Heartbeat framework to coordinate some of its hardware properties, such as each core’s voltage.

**Runtime control in systems.** Computer systems often monitor the performance of their assigned tasks to schedule them accordingly. ARIA [VCC11] and Jockey [FBK+12] dynamically control the resources allocated to a job so it can meet its service level objective. They do so in the context of MapReduce [DG08] and SCOPE [CJL+08] databases respectively. They use an analytical model to predict a job’s remaining execution time as a function of the resources allocated to it. The parameters of the model are estimated from historical traces. This is a concept similar to the models used by database query optimisers mentioned in the previous section.

Graph processing systems perform analytics tasks, such as PageRank [PBMW99], on large graphs [MAB+10, GLG+12, RMZ13]. Typically, the computation is scheduled in a fixed way that cannot be adapted to the workload. However, Chaos [RBMZ15] uses a model of the computation at runtime to adapt its behaviour. It uses a work stealing scheme to balance the load onto multiple machines. The decision whether or not to steal is made by
examining whether the model predicts this to be beneficial, based on a runtime estimate of the amount of remaining work.

**Self-adapting systems.** Self-adapting or self-aware systems dynamically adapt their configuration parameters, often via the use of control theory or reinforcement learning approaches [ST09]. These methods have been applied to databases [CN07], memory controllers [IMMC08], hardware instruction sets [DR14] and data structures [EWA11] among many others.

### 8.4 Decompositions and network scheduling.

When viewed under the lens of an optimisation problem, network protocol stacks can be shown to perform an implicit optimisation decomposition [CLCD07, KMT98]. The different layers of the stack vertically decompose a resource allocation problem, with each layer’s protocol optimising a subset of the parameters. Furthermore, the protocols themselves can be shown to perform a horizontal decomposition, where the different parts of the allocation problem are optimised in a distributed fashion. In particular, the TCP/IP and MAC protocols can be interpreted in this way, and the optimisation problem they solve can be reverse engineered [WJLH06, LCC06].

The decomposition methods used in this dissertation are somewhat different. They are declared directly and hence do not rely on a protocol to implicitly optimise them.

### 8.5 Probabilistic programming

Probabilistic programming has seen a recent surge of interest after the development of Church [GMR+08], the first Turing-complete probabilistic programming language. Since then, multiple frameworks capable of performing inference on arbitrary probabilistic programs have been proposed [MSP14, TvdMW15, TKD+16]. They typically offer interfaces to a variety of inference algorithms. They mark a change from frameworks which perform inference on restricted classes of models [STB+96, Plu03, CGH+16, MWG+]. In particular, Stan [CGH+16] uses Hamiltonian Monte Carlo techniques [Nea11] to generate samples from the posterior distribution. This leads to high inference performance on some models, but restricts the domain of the inference to be a fixed set of continuous parameters.

Probabilistic-C++ is Turing-complete as it allows the use of arbitrary C++ code. It is a lightweight implementation of the particle filtering method for probabilistic programs that was recently proposed by Wood et al. [WvdMM14], and subsequently implemented in Probabilistic-C [PW14] as well as other frameworks [MSP14, TvdMW15]. Markov chain Monte Carlo is an alternative inference algorithm and was used in Church [GMR+08]. Slice sampling has also been applied to probabilistic programs [RG15].
CHAPTER 9

CONCLUSION

The growth of complex computer systems has increased the need for high quality auto-tuners that are capable of adjusting a system’s configuration parameters to a user’s setting, and hence provide performance portability.

As I observed in Chapter 2, Bayesian optimisation – one of the more advanced auto-tuning techniques – can fail in large dimensional spaces. To address this challenge, this dissertation has proposed a general framework which allows a system developer to design a bespoke auto-tuner for their system by exposing a small amount of domain specific structure.

- In Chapter 3, I introduced structured Bayesian optimisation, an extension of the Bayesian optimisation algorithm which leverages a user-given probabilistic model. Bespoke models, which are key to all techniques presented in this dissertation, allow the Bayesian optimisation to grasp the behaviour of the objective function after only a few iterations, and hence find high performance configurations. I showed how structured Bayesian optimisation was integrated within the BOAT framework. I presented BOAT’s configuration space abstraction which enables the construction of configuration spaces with complex dependencies between parameters. In particular, it allows the construction of recursive configurations such as trees.

- Chapter 4 was concerned with providing tools for users to model their system’s behaviour. I presented Probabilistic-C++, a high performance probabilistic programming library. Probabilistic-C++ offers ways for users to exploit the independence and conditional independence in their model to help the underlying inference converge. I showed how Probabilistic-C++ can be used in practice to model a system’s behaviour via the use of multiple independent semi-parametric models. I presented two useful techniques for the modelling of computer programs execution. First I showed how to perform inference on brief runtime measurements, which often exhibit a long tail in their distribution. I then presented a novel treed Gaussian
process data structure with better computational complexity than traditional Gaussian processes. Treed Gaussian processes can be used within Probabilistic-C++ as a non-parametric model to perform inference on large datasets.

- In Chapter 5, I presented BOAT’s optimisation scheduling abstraction. The goal of this abstraction is to enable the easy and structured use of optimisations within optimisations. This has shown to be a useful technique in a number of contexts. In particular, I showed how decompositions, a known set of techniques in numerical optimisation, could be implemented in this way. I demonstrated, through the use of examples from the case studies, how decomposition methods could be used in the context of the numerical optimisation stage of a Bayesian optimisation.

- Chapter 6 combined the techniques of Chapters 5 and 6 for the design of bespoke auto-tuners. I presented a method, based on Thompson sampling, to perform exploratory experiments while still being able to leverage decompositions. I also showed how one may be able to use BOAT’s optimisation abstraction to leverage informative experiments that are cheaper than the objective function. Finally, I discussed a methodology to design an auto-tuner. I showed how, starting from a simple auto-tuner, one can diagnose the issues harming convergence, and listed the different ways in which these issues could be tackled.

- In Chapter 7, I discussed three case studies in which I applied BOAT to design bespoke auto-tuners: (i) A garbage collection case study in which I optimised the garbage configuration flags of a database application, (ii) a sort case study in which I tuned the parameters of decision trees which dynamically picked an efficient implementation of std::sort based on the input array’s sortedness, and (iii) a neural network scheduling case study in which I optimised the distributed scheduling of a neural network onto a heterogeneous cluster. In each case study, I demonstrated that simple “one-size-fits-all” configurations yielded sub-optimal performance. I then showed that bespoke auto-tuners had better convergence than off-the-shelf frameworks. Finally, I discussed one of the benefits of using auto-tuners with structured Bayesian optimisation: the developer is able to inspect the learned model after the optimisation to diagnose the underlying system behaviour. In a way, the learned model can be seen as a high level profiler of the computation.

The contributions of this dissertation collectively serve to demonstrate the hypothesis stated in Chapter 1. First, that optimisations problems can benefit from leveraging a small amount of domain specific information. The abstractions offered by BOAT, presented in Chapters 3-6, allowed me to design multiple auto-tuners which significantly outperforms their off-the-shelf counterparts. Second, that these contributions make auto-tuning applicable in previously unexplored contexts. In particular, BOAT allowed me to
apply auto-tuning to the distributed scheduling of neural networks, a context in which
auto-tuning was previously intractable.

**Future work**

The abstractions introduced by BOAT offer a structured approach to designing a bespoke
auto-tuner. There remains, however, many open questions. I discuss three:

*How should we construct auto-tuners for the vertical optimisation of computer sys-
tems?*

In many real-world contexts, systems are used in a stack where each system uses the
abstraction offered by the system below. In the case studies presented in this dissertation,
I optimised a single application’s performance. Ideally, however, each item in the stack
would include its own bespoke auto-tuner, and BOAT’s optimisation abstraction would
be employed – in the context of a concrete application – to optimise the entire stack at
once.

For example, consider the garbage collection case study in which I tuned the JVM garbage
collection flags of a database application. There were two separate parts of my corre-
sponding model. One predicting the JVM behaviour in terms of the rate and duration
of garbage collection, and the other predicting the database’s behaviour in terms of its
latency. Ideally, both models would be developed independently so that the garbage col-
lection models could be used to optimise any JVM application. How to design auto-tuners
that offer the right abstraction, both in terms of their probabilistic model and the nu-
merical optimisation of their parameters, is an open area of research. A context in which
this could be especially interesting is the optimisation of real-time statistical applications
which can trade-off accuracy for computations.

*Should we consider the design of new, more flexible abstractions for systems which
will then vastly adapt their implementation to the application?*

Although current systems have configurations parameters, their abstractions were de-
signed with performance portability in mind. In the presence of high performance auto-
tuners, we should consider whether more flexible and practical systems could be con-
structed, allowing for a vast range of underlying executions. As noted in Chapter 8, a
bespoke auto-tuner strongly resembles an optimising compiler. Both attempt to max-
imise the performance of a computation. Hence, we could imagine a generic system which
compiles complex applications to high performance executions.
Can some of the techniques presented in this dissertation be used for real-time optimisations?

In this dissertation, I have worked under the assumption that we were performing an iterative optimisation, and hence were able to measure the objective function multiple times before converging on a configuration. However, models of computations are also used to make real-time decisions, such as to plan the execution of database queries. In this case, the budget for the optimisation is lower than a single evaluation of the objective function. One could consider using some of the tools presented in this dissertation, such as Probabilistic-C++ or the use of decompositions, for the real-time scheduling of incoming computations.

This raises a new question: how should exploration be performed at runtime? The offline aspect of BOAT means that it is acceptable to perform exploratory experiments with possibly poor performance. To be applicable at runtime, new exploration strategies would have to be designed to guarantee a minimum quality of service.
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