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ABSTRACT
Optical network-on-chip (NoC) are being investigated to reduce
the latency and power consumption of networks for multicore pro-
cessors. Our previous work has shown that switched optical net-
works can achieve lower latency for a given power consumption
and component count in shared memory processors compared with
arbitration-free networks such as single writer multiple reader. We
have also shown the advantage of leaving optical circuits open after
being generated to capture multiple memory transactions. How-
ever invalidation processes, where numerous cores are sharing a
memory block, need to establish a large number of very short lived
circuits and this increases the average message latency and overall
on-chip contention.

In this paper, a low power broadcast architecture is proposed
which deals specifically with multicast messages. Separating mul-
ticast messages from unicast ones shows an improvement in av-
erage arbitration latency of up to 88.2% for the Vips benchmark
while the Swaptions benchmark shows the highest improvement in
average memory access time (up to 21.1%). Vips also sees an in-
crease of 147% in the average number of messages passing through
an open optical circuit. Obtaining these advantages requires an ad-
ditional broadcast network which consumes only 66.1mW power.

CCS Concepts
•Networks→ Network on chip;

1. INTRODUCTION
Multicore processes and networks-on-chip (NoC) have been in-

troduced to increase performance using the continually increasing
transistor counts offered by Moore's law while reducing design

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.

AISTECS 2016, January 18 2016, Prague, Czech Republic
© 2016 ACM. ISBN 978-1-4503-4084-7/16/01. . . $15.00

DOI: http://dx.doi.org/10.1145/2857058.2857065

complexity and power consumption.
However, this progress is limited by the latency and power con-

sumption properties of the electrical wires and network elements
connecting the cores. Hence, optical interconnection networks are
being investigated as an alternative with lower crosstalk, end-to-
end latency and power consumption together with a much higher
bandwidth for message transmission.

Because of the absence of a viable optical buffer, switched opti-
cal networks require an initial arbitration stage for each new con-
nection and, considering that the messages to be sent in shared
memory networks are quite small (typically 8B for a control mes-
sage and 72B for a data message), this represents a significant over-
head.

There are several means of avoiding this initial arbitration over-
head. One is to eliminate the arbitration process entirely by having
dedicated waveguides/wavelengths for each source/destination pair
such as in the Single Writer Multiple Reader (SWMR) scheme [13].
However, this scheme requires extensive resources both in terms of
optical components and power consumption. Another method is
to predict the need for a circuit between two cores and opening it
before the request for the circuit is even sent [11, 15]. The work
discussed in this paper focuses on the network described in [11]
whcih uses a central optical crossbar and in which bidirectional
optical circuits are opened for the full duration of a memory trans-
action and are kept open unless another circuit is required. This
is a simple control mechanism which does not require much addi-
tional logic in the arbiter and previous work has shown that, due
to temporal and spatial locality in memory accesses, it provides a
good performance with a large percentage the messages passing
through circuits already opened beforehand. However, one issue is
that some memory transactions, namely invalidations with a large
number of sharers, require a number of very short lived circuits to
be generated which disrupts the overall performance of this sys-
tem. Ideally efficient handling of invalidations requires broadcasts.
Therefore, this paper proposes an architecture which is capable of
handling normal memory transactions and these invalidations on
separate networks without drastically increasing the optical power
consumption of the system. Section 2 describes the baseline net-
work and viable broadcast networks. Section 3 discusses the dif-
ferent parameters involved in the simulations while section 4 shows
the results and discussion of these simulations. Finally, section 5



concludes the paper.

2. OPTICAL NETWORK-ON-CHIPS INTER-
CONNECTION NETWORKS

Figure 1 shows the baseline configuration considered in this pa-
per. It consists of tiled node structures consisting of a processing
core, a private L1 cache, a slice of the shared L2 cache, a mem-
ory controller to interface with the main memory and a network
interface to send messages onto the network. All tiles have point to
point connections (which could be optical or electrical) to the cen-
tral arbiter which is responsible for establishing optical paths in the
central optical crossbar. Messages are exchanged among the tiles
optically across that crossbar. In order to establish a specific opti-
cal circuit, the source node needs to send an electrical path request
message to the arbiter. If the destination node is not communicat-
ing with any other nodes at that particular time, the arbiter issues a
path grant which is also sent back electrically to the source node.
After a serialisation stage, the message can now be sent optically to
the destination node.

Communications among the tiles are series of control and data
messages generated by the finite state machine of the cache co-
herence protocol. Most of these memory transactions involve only
two tiles. Consequently, for such transactions, establishing a bidi-
rectional optical circuit between the original source and destination
tiles can accommodate all the messages [10, 11].

However, there is also the issue of invalidations of memory blocks
involving many sharers. This is illustrated by Figure 2. The trans-
action starts with the node requiring exclusive access to a mem-
ory block sending a request message to the node containing the L2
slice and directory of the memory block. The latter node sends a
response message back saying that it will have the exclusive access
only after this block has been invalidated in all of the other sharer
nodes which have the memory block in their private L1 cache. All
the sharers then receive an invalidation unblock message from the
directory node. These are multicast messages and in this type of
circuit switched optical network, it involves creating a large num-
ber of circuits consecutively to send only a single control message.
Considering that all control messages for our system are just 8B
and that both serialisation and transmission of the message take
one clock cycle each, the arbitration of these individual circuits
represent a significant overhead which reduces the overall system
performance. Furthermore, each of the tiles receiving the invalida-
tion message needs to acknowledge the process by sending another
control response message to the tile which had initially asked for
exclusive access.

Figure 3 shows the occurrence of such multicast messages in the
eight PARSEC benchmarks running on a 16 core system. Unicast
messages or two simultaneous messages which are more numerous,
have not been represented here. The number of multicast messages
amounts up to 4.4% of total on-chip traffic for the freqmine bench-
mark. The graph can also be seen to have some components with
greater than 16 simultaneous messages. This represents the over-
lapping of several memory transactions and because of its statisti-
cal nature, these are relatively few in number. In spite of the low
percentage of multicast messages, the number of single message
circuits that they generate can adversely affect the average number
of messages passing per any given optical circuit. One potential
solution is to have a separate broadcast network which can manage
these invalidations.

2.1 Broadcast Networks
Broadcast networks have been proposed before as a solution to
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such traffic [6, 17, 7]. However, they generally involve a large num-
ber of optical components and consume significant optical power
considering that they use the same broadcast network to send both
unicast and multicast messages. Hence, as stated in [6], their so-
lutions were only viable for cache coherence protocol involving a
large percentage of multicast messages. Also, they do not address
the issue of the many-to-one messages seen when each of the shar-
ers respond to the invalidations. In the MESI cache coherence pro-
tocol, the occurrence of multicast messages is much smaller and
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Figure 4: Single Writer Multiple Reader Broadcast Network

therefore, in order to make the system viable, the optical power
consumption needs to be very small. Two architectures are pro-
posed in this work. The first one showed in Figure 4 is based on the
SWMR topology where each node has its own dedicated waveg-
uide where it can transmit and each of the other nodes need to have
a receiver connected to that waveguide. Although having the ad-
vantage of no arbitration and the possibility of all the nodes trans-
mitting (both unicast and multicast messages) at the same time, this
arrangement still has the drawback of requiring a large number of
optical components. The connection of N nodes requires N waveg-
uides, N transmitters and N(N− 1) receivers. However, using the
combination of an arbiter based crossbar for the unicast network
and the SWMR scheme for the broadcast network requires much
less optical power and components than using only the SWMR net-
work to send both unicast and multicast messages.

The second proposed solution is a broadcast scheme requiring
an arbitration stage as shown in Figure 5. This ensures that there
can be at most one node broadcasting at any one time and avoids
the situation where N waveguides are required. Such a system re-
quires only 1 waveguide, N transmitter and N receivers to work
on N nodes. The only drawback is the 3 clock cycles of arbitra-
tion overhead necessary and the fact that only one node can broad-
cast at any one time. Figure 6 shows the average inter-arrival time
between consecutive multicast messages for the eight benchmarks
considered and since they are very large, it can be assumed that
this arbiter based broadcast scheme would incur little additional
contention as compared with the SWMR based broadcast scheme.
Furthermore, the arbitration latency is small compared to the la-
tency saved not having to send each of these multicast messages
via individual optical circuits.

For both broadcast schemes, the responses from the sharers are
sent to the central crossbar arbiter via their dedicated point to point
links. Once the confirmation from all the sharers have been re-
ceived, the arbiter then sends an electronic message to the node
requiring exclusive access in order to notify it that the invalida-
tion process has successfully completed. Hence, both multicast and
many-to-one messages associated with the invalidation process are
not transmitted across the central optical crossbar.

3. METHODOLOGY
The simulations were performed using the full system simulator
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Figure 6: Average Inter-arrival Time Between Consecutive Multi-
cast Messages In The PARSEC Benchmark Suite

gem5 [2] together with the PARSEC benchmark [1] in an x86 in-
struction set architecture. A 16 cores system was simulated with
each core having a private 4 way associative 16kB L1 cache and
a shared slice of a 32 way associative 32kB L2 cache with their
consistency regulated by the MESI cache coherence protocol. The
clock speed used was 2GHz with a cache line size of 64B. The op-
tical circuit switching was modelled in a Matlab based trace sim-
ulator using the communication trace files generated by gem5. A
modulation speed of 25Gbps per wavelength with 8 wavelengths
was assumed for the switched crossbar [16] and for both broad-
cast schemes, only one wavelength at the same modulation speed
of 25Gbps was used. The parameters used for the calculation of the
optical power consumption are given in Table 1.

4. EVALUATION
The simulations were performed on an interconnection network

with the unicast messages passing via the central optical crossbar
using bidirectional circuits and the multicast messages via the re-
spective broadcast network. The results were then compared with a
baseline in which all the messages pass through the central optical
crossbar.



Optical Power Parameters

Chip Size 400 mm2 [12]
Propagation Loss 1.3 dB/cm [12]
Splitter Loss 0.015 dB [18]
Crossing Loss 0.05 dB [9]
Modulator Loss 4 dB [5]
Micro Ring Resonator Drop Loss 1.6 dB [14]
Micro Ring Resonator Through Loss 0.33 dB [14]
Receiver Sensitivity -18 dBm [8]
Modulator Power 0.66 mW [19]
Receiver Power 2.6 mW [19]
Micro Ring Resonator Heating Power 0.1 mW [3]

Table 1: Optical Power Parameters

Figure 7: Average Number Of Messages Per Circuit With And
Without Allocating For Broadcast Messages

The number of messages that can pass through an optical circuit
once it is opened in the central optical crossbar is expected to in-
crease since the occurrence of single message circuits have been
greatly reduced. This is shown in Figure 7 where the percentage
increase in the number of messages per circuit vary between 48.9%
in the Blackscholes benchmark and 147.0% for the Vips bench-
mark. This shows that the additional broadcast network can exploit
the benefits of optical switching by causing a rise in the percent-
age of messages transmitted in the network without requiring the
arbitration step.

The average arbitration latency is calculated by considering the
additional latency faced by messages other than the serialisation
latency and the time of flight in the network. It consists mostly
of latency spent doing the arbitration process and by the messages
delayed because a circuit was not readily available. With the re-
duction of the number of messages doing arbitration and the num-
ber of messages delayed in the ingress FIFO, together with the re-
duction in the average waiting latency, average arbitration latency
is expected to be much smaller when dealing separately with the
multicast messages. Furthermore, a smaller arbitration latency is
expected for the SWMR based broadcast network than the arbiter
based broadcast network since the former does not require any arbi-
tration. The results are shown in Figure 8a with the SWMR broad-
cast allocation scheme shows a reduction of the average head la-
tency ranging from 3.8% for the X264 benchmark to up to 88.1%

(a) Whole Benchmark

(b) Unicast and Multicast Messages Considered Separately

Figure 8: Average Arbitration Latency Per Message In The Ingress
FIFO

for the Vips benchmark as compared to the baseline system. Such
a large range in variation is observed because the percentage of
multicast messages present and their interaction with the unicast
traffic are different for each benchmark. However, considering
that arbitration is still required for the arbiter based broadcast net-
work, this scheme sees a surplus in average head latency of be-
tween 0.1% for the Blackscholes benchmark and 1.6% for the Fre-
qmine benchmark. Nevertheless, with the latency savings obtained
by both schemes allocating for broadcasts as compared to the base-
line scheme, the difference between the two broadcast schemes can
be considered as negligible.

To better understand the effect on the individual messages, Fig-
ure 8b shows the effect on unicast messages and multicast messages
separately. Having a separate broadcast network clearly benefits
all the multicast messages since the arbitration latency is reduced
to zero or three clock cycles in all cases. The benefit for unicast
messages is also significant with decreases in average arbitration
latency ranging from 1.8% in the Swaptions benchmark to up to
84.5% in the Vips benchmark being observed. This shows that
the presence of the broadcast network does not solely benefit the
broadcast messages but impacts also significantly on the unicast
messages.



Figure 9: Average Memory Access Times Comparison Of The Dif-
ferent Schemes

Optical Components Involved In Proposed Broadcast Schemes

Components SWMR Broadcast Arbiter Broadcast

Wavelengths 1 1
Waveguides 16 1
Micro Ring Resonators 16 16
Transmitters 16 16
Receivers 240 16

Table 2: Optical Components Involved In Proposed Broadcast
Schemes

AMAT = Hit Time+(Miss Rate×Miss Penalty)

To better understand the impact of this arbitration latency savings
on overall system performance, the Average Memory Access Time
(AMAT) can be calculated as shown in the equation above [4]. This
variable takes into consideration how often such a decrease in la-
tency is experienced by the running system and what the overall
benefit of it is to the benchmark memory processes. The results are
shown in Figure 9 where it can be seen that AMAT speedups vary
between 1.4% for the Blackscholes benchmark and up to 21.1%
for the Swaptions benchmark for the SWMR broadcast allocation
scheme as compared to when not allocating for multicast messages.
It can also be seen that the although the Vips benchmark has a very
good improvement in terms of arbitration latency savings, it has
a low miss rate of around 2.0% and this brings down the over-
all AMAT speedup to only 11.2%. On the other hand, the Can-
neal benchmark, which had an average arbitration latency saving of
only 8.8% experiences a relatively high miss rate of 4.4%. Conse-
quently, this brings up its overall AMAT speedup to 19.5%. Also,
very similar to the arbitration latency results, there is little varia-
tions between the SWMR broadcast allocation scheme results and
the arbiter based broadcast scheme.

Table 2 shows the number of optical components required in or-
der for the broadcast network to function. The SWMR broadcast
scheme is shown to require more components as compared to the
Arbiter based broadcast scheme. This is also impacted on the to-
tal power consumption required by these two systems. A detailed
breakdown of the optical power required is shown in Table 3. It
is shown that the SWMR broadcast scheme requires around 10.6

Optical Power Consumption In Proposed Broadcast Schemes

Power SWMR Broadcast Arbiter Broadcast

Laser Power (mW) 61.5 12.3
Ring Heating Power (mW) 1.6 1.6
Modulator Power (mW) 10.6 10.6
Receiver Power (mW) 624.0 41.6

Total Optical Power (mW) 697.6 66.1

Table 3: Optical Power Consumption In Proposed Broadcast
Schemes

times as much power as the Arbiter based broadcast scheme whilst
providing no apparent advantage in terms of AMAT or arbitration
latency savings. Hence, the Arbiter based broadcast scheme is the
best solution which provides a significant performance gain with
only a small increment in overall power consumption.

5. CONCLUSION
In this paper, we proposed an optical interconnect network which

separates unicast and multicast messages. The unicast messages
are transmitted via a central optical crossbar while two schemes
are proposed for the multicast messages: an arbiter based broad-
cast network and a SWMR based broadcast network. Using the
results obtained from the PARSEC benchmark suite, it is shown
that separating the traffic offers increases of up to 147% in the vips
benchmark for the average number of messages passing per open
circuit and up to 88.2% decrease in the average arbitration latency
for the same benchmark. These observations can be translated
into AMAT speedups of up to 21.1% (for the swaptions bench-
mark). Although the two broadcast schemes show very similar per-
formance in terms of AMAT speedup, they differ significantly in
terms of optical power consumption, with the SWMR broadcast
scheme consuming more than ten times the power required by the
arbiter based scheme. Hence, the latter scheme is the best solution
with only 66.1mW of additional optical power required.
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