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Lecture 8

Sarah Mei’s blog

OnLine Analytical Processing (OLAP)

OnLine Transaction Processing (OLTP)

Cloud computing and distributed databases

Column-oriented databases

Consistency, Availability, Partition tolerance (CAP)
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Quotes from Sarah Mei’s blog

For quite a few years now, the received wisdom has been that

social data is not relational, and that if you store it in a relational

database, you’re doing it wrong.

Diaspora chose MongoDB for their social data in this zeitgeist. It

was not an unreasonable choice at the time, given the information

they had.

You can see why this is attractive: all the data you need is already

located where you need it.

Note

The blog describes implementation decisions made in 2010 for the

development of a social networking platform called Diaspora. This was

before mature graph-oriented databases were available.
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Quotes from Sarah Mei’s blog (2)

You can also see why this is dangerous. Updating a user’s data

means walking through all the activity streams that they appear in

to change the data in all those different places. This is very

error-prone, and often leads to inconsistent data and mysterious

errors, particularly when dealing with deletions.

If your data looks like that, you’ve got documents.

Congratulations! It’s a good use case for Mongo. But if there’s

value in the links between documents, then you don’t actually

have documents. MongoDB is not the right solution for you. It’s

certainly not the right solution for social data, where links between

documents are actually the most critical data in the system.

The project eventually migrated to a relational database (using about

50 tables). See https://github.com/diaspora/diaspora.
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Yet another class of read-oriented databases

OLAP vs. OLTP

OLTP Online Transaction Processing

OLAP Online Analytical Processing

Commonly associated with terms like Decision

Support, Data Warehousing, etc.

OLAP OLTP

Supports analysis day-to-day operations

Data is historical current

Transactions mostly reads updates

optimized for reads updates

data redundancy high low

database size humongous large
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Example : Data Warehouse (Decision support)

❜�✁✂✄☎✁✁ ✆✄✆✝✞✁✂✁ ✟�☎✠✂☎✁

❊✡☛✠✆☞☛

❢✆✁☛ �✌✍✆☛☎✁

❖✌☎✠✆☛✂✎✄✆✝ ✏✆☛✆❜✆✁☎ ✏✆☛✆ ❉✆✠☎✑✎�✁☎
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Distributed databases

Why distribute data?

Scalability. The data set or the workload can be too large for a

single machine.

Fault tolerance. The service can survive the failure of some

machines.

Lower Latency. Data can be located closer to widely distributed

users.

Distributed databases are an important technology supporting cloud

computing.
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Distributed databases pose difficult challenges

CAP concepts

Consistency. All reads return data that is up-to-date.

Availability. All clients can find some replica of the data.

Partition tolerance. The system continues to operate despite

arbitrary message loss or failure of part of the system.

It is very hard to achieve all three in a highly distributed database.
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CAP principle

In a highly distributed system:

Assume that network partitions and other connectivity problems

will occur.

Implementing transactional semantics is very difficult and slow.

You are left engineering a trade-off between availability and

consistency.

This gives rise to the notion of eventual consistency: if update activity

ceases, then the system will eventually reach a consistent state.
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What have we learned?

Having a conceptual model of data is very useful, no matter which

implementation technology is employed.

There is a trade-off between fast reads and fast writes.

There is no databases system that satisfies all possible

requirements!

It is best to understand pros and cons of each approach and

develop integrated solutions where each component database is

dedicated to doing what it does best.

The future will see enormous churn and creative activity in the

database field!
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The End

(http://xkcd.com/327)
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