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Ralph Chatham’s Informal Summary of the insights and findings from DARPA’s Rapid Checkpoint Screening Program.

This is a cleaned up version of a series of emails explaining what we learned from the Mark Frank- Paul Ekman experiments starting at Rutgers in 2003 and now continuing at University of New York at Buffalo. I wrote the majority of words that follow.  Dr. Paul Ekman’s comments follow. Dr. Larry Willis, of the Homeland Security Advanced Research Projects Agency, is now managing some follow-on to this work. The last word I received (early 2008) from him on the subject is, “My area of interested has narrowed to the behaviorial indicators and associated technologies” Dr. Willis’ coordinates coordinates, as well as mine, are listed at the end of this note. On to the findings:

0. The measurements and the reasoning that lead to a “lie/no-lie” decision in Frank-Ekman experiments are objective, can be picked apart, analyzed and processed by clear and fixed rules, with no reliance on subjective, and possibly biased, intuition of a human interrogator.

1. There are measurable cues that can detect a large proportion of ordinary subjects who are lying about having done something that is very important to them (stealing a $100 check made out to a noxious – to the subject – organization). These are not inconsequential lies; the subjects knew well that getting caught would result in real and substantial punishments whereas not getting caught would yield substantial rewards – ones perceived as vital at a gut level by the subject. With this knowledge the subjects chose whether to try to lie or not. It is worth noting that the lie (if the person chose to lie) was made to someone on the other side of the subject’s gut-value issue and the interrogator was clearly labeled as a law enforcement person.

2. There is a human existence proof of this level of deception detection. Before we started there was evidence from Ekman’s Wizards Project that a few people (~15 out of about ~15,000 informally tested by Dr. Ekman et. al) can reliably and repeatably identify liars in videos at about the 90% probability of detection (Pd) (I don’t recall what the false alarm rate is for the Wizards). But neither they nor Ekman knows fully what they are cueing on.

3. Now we can identify a specific set of physiological signals that can be described, measured and agreed upon by independent observers that in the case of “high stakes authorized lies” can discriminate between liars and truth-tellers at the PD>90% and a false alarm rate (Pfa) of 10%. Signatures include visual, thermal, eye, behavioral, facial expressions, and cognitive/emotional content of speech. Crossed signals from different channels (e.g. shaking ones head “no” at the same time as saying “yes”) are one of the most powerful determining features

4. These cues can be measured, without touching the individual, by remote (few meter away) sensors.

5. This works over a reasonable range of genders and cultures and gut-value issues in a large experimental population of more than 200 individuals.

6. We don’t yet know the effect of trained countermeasures, nor have we identified any characteristics of a kind of person whose lies might not be detected by these techniques – or if indeed there are any such collection of traits or individuals.

7. No one signature does the trick. Multiple signatures of a number of physiological signals were needed.

8. A prototype follow-on experiment exploring “Intent to commit a crime” yielded essentially the same results for a 30 second interview in a checkpoint line. In the follow-on experiment the subject is made aware of an opportunity to steal the important check after s/he passes through a checkpoint. Lying about future intentions seems to be as detectible as lies about whether the individual already stole the check. This “intent” prototype experiment was limited to 20 subjects, but the ROC curve looks very much like that of the original experiment. More may have been done, funded by Larry Willis at Homeland Security ARPA by the time this is read.

9. While we can make those objective measurements in real time, most of the critical measurements can not yet be assessed in real time.

10. We don’t know what will happen for lies under other conditions of reward, punishment, choice, engagement of gut-level values, or in vastly different cultures. The results of our experiments may or may not apply to them. (Worth noting that there was a fair sampling of different cultures in the original experiment).

Under a little of DARPA funding and more from HSARPA, Larry Willis is going on to worry about how to make the non-real-time pieces into automatically measured ones. I also wanted to do this and more on trained countermeasures, but ran into a disagreement about policy with my director about what DARPA was willing to do and the work stopped in DARPA. Willis is a better manager than I am, anyway. He can, however, use more financial support.

A RESPONSE FROM EKMAN 
From: paul ekman <paul.ekman@yahoo.com>Date: Sun, 22 Oct 2006 13:18:08 -0400To: "Chatham, Ralph" <Ralph.Chatham@darpa.mil>, <robertws@ucia.gov>Cc: "Willis@dhs. gov" <Larry.Willis@dhs.gov>, Mark Frank <mfrank83@buffalo.edu>, Paul Ekman <paul@paulekman.net>Conversation: Frank-Ekman Experiments and Credibility AssessmentSubject: Re: Frank-Ekman Experiments and Credibility Assessment

I am delighted to read Ralph's description of our research, I have but a few points to add or modify:

a. I believe the false alarm rate hovers around 3%

b. I don't believe we had a sizable population of people who were born and grew up in another country.

c. I think the hit rate is lower when people haven't yet done the harmful act, but the data is not yet in on that.

d. We can’t as yet do the visual -- face, gesture -- measure on line, let alone the matching against verbal content for incongruence, which Ralph notes correctly, is crucial.

Now let me add a few points:

aa. We need and could do research on checkpoint situations where there is no interview, but people are standing in line, waiting to get through a checkpoint. -  question is are any of them worth talking to in order to find out if they intend harm. The current University of Buffalo study has an element of that, but not close enough to be relevant to that issue, and that is not its purpose.

bb. We need to find out what happens when you put a translator in the mix; does accuracy plummet to useless?

cc. I have developed very promising findings on identifying the facial expression that precedes by a few seconds a physical assault. i need funding to confirm and extend to non English speaking populations.

Paul

AND Chatham’s RESPONSE TO EKMAN’S RESPONSE:

Paul,

a. Coming from a background of signal processing people and decision theory guys, I look at the Pd and Pfa (probabilities of detection and of false alarms) as fungible – one can trade one for the other. Depending upon what is important, you can get better detection rates if you are willing to suffer more false alarms. The data I saw, when held to a 10% false alarm rate gave well over 90% detection rate (96% when all the signatures were combined in a multi-variate analysis, but theory says that this is an upper limit. “above 90%” is certainly justified, however.). 
If we wanted a better false alarm performance then the Pd will be less. For example. the ROC curve for 87 subjects would give at 3% Pfa a Pd of ~85%. So Dr. Ekman and I are really talking about the exact same data, just looking at a different part of the ROC curve. We at DARPA chose to fix Pfa at 10% because we felt that this was as large as might be tolerable and we really wanted as high a Pd as we could get.

b. I don’t know the national origin distribution of the subjects, however, the small sample of subjects whose videos I have viewed seemed to have a good range of ethnic backgrounds. 

c. See above for my view of ROC curves and playing Pd against Pfa. I have only seen the data at one point on the ROC curve of the prototype experiment on intent, that point where a false alarm is deemed equally bad as a missed positive. Comparing it in my head with the equivalent point in the ROC curve of the early ‘had committed the ‘crime’” experiment, I equated the two. That was handwaving, not careful analysis, so until I see the ROC curve, I’ll accept Paul’s assessment that the rate is lower when people are only being measured on whether they intend to commit the harmful act.

d. Agree. The demeanor and facial action code measures can not yet be done in real time. I meant to say that in my note. The utterance tagging can’t be done in real time either. I have some evidence that both might be done in real time, but they haven’t been done yet.

aa, bb, cc: I concur these are good directions for future research. I wish I had the resources to pursue them. I don’t.

Thanks, Paul, for the input. As I said to Robert in a separate email, openness in reviewing the data in this business is absolutely vital. It is so easy to deceive oneself that we ought to take extra precautions to be sure we know the bad and ugly as well as the good.

Ralph
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