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Abstract. We proposed a new block cipher, Serpent, as a candidate for
the Advanced Encryption Standard. This algorithm uses a new struc-
ture that simultaneously allows a more rapid avalanche, a more efficient
bitslice implementation, and an easy analysis that enables us to demon-
strate its security against all known types of attack. Although designed
primarily for efficient implementation on Intel Pentium/MMX platforms,
it is also suited for implementation on smartcards and other 8-bit pro-
cessors. In this note we describe why. We also describe why many other
candidates are not suitable.

1 Introduction

For many applications, the Data Encryption Standard algorithm is nearing the
end of its useful life. Its 56-bit key is too small, as the Electronic Frontier Foun-
dation’s keysearch machine has vividly demonstrated [15]. Although triple-DES
can solve the key length problem, the DES algorithm was also designed primarily
for hardware encryption, yet the great majority of applications that use it today
implement it in software, where it is relatively inefficient.

For these reasons, the US National Institute of Standards and Technology
has issued a call for a successor algorithm, to be called the Advanced Encryption
Standard or AES. The AES call is aimed at Intel Pentium processors, but one
of the evaluation criteria is that the algorithm should have the flexibility to be
implemented on other platforms. As the majority of fielded block cipher systems
use smartcards and other 8-bit processors and are found in applications such as
electronic banking [2, 3], prepayment utility meters [4] and pay-TV subscription
enforcement systems [6], the performance of the Advanced Encryption Standard
on such platforms will be critical to its acceptance worldwide.

2 Serpent

In [5], we presented Serpent, a candidate for AES. Our design philosophy was
highly conservative; we did not feel it appropriate to use novel and untested ideas
in a cipher which, if accepted after a short review period, will be used to protect
enormous volumes of financial transactions, health records and government in-
formation over a period of decades. We therefore devised a new structure which



enabled us to use the S-boxes from DES, which have been studied intensely for
many years and whose properties are thus well understood, in a manner suitable
for efficient implementation on modern processors while simultaneously allowing
us to apply the extensive analysis already done on DES.

The resulting design gave an algorithm (which we call Serpent-0) that was
as fast as DES and yet resists all currently known attacks at least as well as
triple-DES. It was published at the 5th International Workshop on Fast Soft-
ware Encryption [9] in order to give the maximum possible time for public review.
After that we worked hard to strengthen the algorithm and improve its perfor-
mance, especially on 8-bit processors. The final submission has new, stronger,
S-boxes and a slightly different key schedule. We can now show that our design
(which we call Serpent-1, or more briefly, Serpent) resists all known attacks,
including those based on both differential [10] and linear [20] techniques, with
very generous safety margins. The improved key schedule ensures that it is also
highly suitable for smartcards; in this context, we acknowledge useful discus-
sions with Craig Clapp and Markus Kuhn on the hardware and low-memory
implementation costs respectively.

The Serpent ciphers were inspired by recent ideas for bitslice implementation
of ciphers [8]. However, unlike (say) the bitslice implementation of DES, which
encrypts 64 different blocks in parallel in order to gain extra speed, Serpent is
designed to allow a single block to be encrypted efficiently by bitslicing. This
allows the usual modes of operation to be used, so there is no need to change
the environment to gain the extra speed.

The basic idea is that a single round of Serpent has a key mixing step fol-
lowed by 32 identical 4-bit S-boxes in parallel and finally a linear transformation
(see [5] for full details). This conventional design enables the existing block cipher
analysis machinery to be applied with ease. The radical performance improve-
ment comes from the fact that, on a 32 bit processor such as the Pentium, one
can implement each set of 32 S-boxes by bitslicing. Just as one can use a 1-bit
processor to implement an algorithm such as DES by executing a hardware de-
scription of it (using one logical instruction to emulate each gate), so one can
also use a 32-bit processor to compute 32 different DES blocks in parallel — in
effect, using the CPU as a 32-way SIMD machine.

Serpent is optimised for bitsliced processing, and compared with DES, the
performance gain is significant. 16-round Serpent resists all currently known
attacks at least as well as triple-DES, and yet runs three times as quickly as
single DES (about 50 Mbit/sec versus 15 Mbit/sec on a 200MHz Pentium). But
as AES may persist for 25 years as a standard and a further 25 years in legacy
systems, and will have to protect data for the lifetime of individuals thereafter,
it will need a cover time of at least a century. In order to ensure that Serpent
could withstand advances in both engineering and cryptanalysis for that length
of time, we proposed 32 rounds to put its security beyond question. This gives
a cipher that is faster than DES (i.e., about 26 Mbit/sec on a 200MHz Pentium
Pro) but very much more secure than 3DES.

This is all very well for Pentium software, but what about smartcards?



3 Performance in Smartcard Applications

In a typical smartcard application, one performs a small number of encryptions
or decryptions (typically 1-10 of them) in a transaction which should complete in
well under a second in order not to inconvenience the user. In some applications,
there is a smartcard at each end — one held by the customer, and another embed-
ded in the merchant terminal, or parking meter, or whatever. So an encryption
algorithm for use in smartcards should take at most a few tens of milliseconds
to encrypt or decrypt a block. But that is not the only constraint.

3.1 EEPROM usage versus speed

The most critical performance requirement is often memory usage rather than
raw speed. In prepayment electricity meters, for example, code size was a deter-
mining factor in block cipher choice [4]. Fortunately, there is an implementation
strategy for Serpent which yields a small code size. This is a bitslice implemen-
tation which uses table lookups for each S-box, thus avoiding the code size of
the Boolean expression of the S-box.

An Ada implementation that uses this strategy indicates a code size of just
under 1K and a computational cost of 34,000 clock cycles. Thus on the 3.5 MHz
6805 processor typical of low-cost smartcards, we expect a throughput of about
100 encryptions per second or 12.8 Kbit/s. A full bitslice implementation — with
an unrolled Boolean implementation of the S-boxes rather than table lookup
— should occupy 2K of memory but take 11,000 clock cycles and thus deliver
40.7 Kbit/s. These will be the relevant figures for some microcontroller appli-
cations; but as most smartcards do not have enough RAM to store Serpent’s
round keys, these will have to computed afresh with each block. Fortunately,
round key computation takes only as many cycles as a single encryption, so the
throughput figures for smartcards are about 6.4 and 20 Kbit/sec for 1K and 2K
code size respectively.

This is still much faster than needed in most applications. In passing, we
note that in applications where we only encrypt and never decrypt (such as
some pay-TV and road toll tag systems), we can save 256 bytes from the 1K
code size of the compact implementation by not including the inverse S-boxes.

3.2 RAM usage

RAM requirements are also a critical factor in mass market applications as they
make the difference between a 50 cent processor and a 90 cent processor. The
sales projections of Gemplus, which has 40% of the smartcard market, indicate
that in 2003 the world market will be about 1,885 million cards with small
RAM and shared-key cryptography, 400 million with large RAM and shared key
cryptography, and 405 million with large RAM and public key cryptography [21].
Serpent can be implemented using under 80 bytes of RAM (current text, new
text, prekey, working space); this is close to the minimum for a cipher with 128



bit blocks and a 256 byte key. It means that of the 128 bytes typically available
in low cost smartcards, at least 48 bytes are left for the calling application.
Other candidates are not as frugal. For example, RC6 [23] takes 176 bytes
for the round keys, 32 for the current and next text, plus storage for a number
of transient variables, so it could be implemented in large RAM cards but not
in low cost ones. MARS [13] is similar, needing 160 bytes for the round keys!.

3.3 Key agility

Key set-up time is critical in many smartcard applications. The UEPS system
described at Cardis 94 is fairly typical, and has since been adapted by VISA as
its COPAC product [2, 3]. UEPS uses a three pass protocol in which a customer
card transfers value to a merchant card. This involves two block encryptions by
the customer card, then two decryptions and two encryptions by the merchant
card, then two decryptions, two MAC computations and two encryptions in the
customer card, and finally two decryptions by the merchant card. This makes a
total of fourteen block cipher operations. But there are ten key set-up operations,
and unless there is enough RAM to cache round keys, there are fourteen of them.
If the protocol were re-implemented with AES, the longer key and block sizes
might allow this number to be reduced to nine.

With Serpent, each key setup costs the same as one encryption, so fourteen
of each will cost less than 300ms, and nine of each will cost less then 200ms, on
a 3.5 MHz card. However, E2 [22] requires the equivalent of three encryptions
per key setup, while LOKI-97 requires over 400,000 instructions to set up a key
on an 8-bit processor [12] — which at an average of 8 clock cycles per instruction
would take almost a second at 3.5 Mhz. This would be unacceptable.

On-the-fly round key computation introduces asymmetries as well as delays.
For example, CAST-256 computes its round keys using a separate block cipher,
so in order to decrypt, implementers would have to execute the whole key sched-
ule and then reverse it a step at a time. Unless a separate decryption key is
available, decryption should take about 246,000 operations versus 136,000 for
encryption (based on the figures of [1]).

3.4 Embedded crypto ASIC

In some smartcards, such as the Sky-TV series 10 subscriber card, a hardware
encryption circuit has been bundled along with the CPU. For such applications,
Serpent has a hardware implementation that iteratively applies one round at a
time, while computing the S-boxes on the fly from table lookup. We estimate
that the number of gates required for this is about 4,500 — roughly the same as
the Sky-10 crypto ASIC.

It may be argued that given leading-edge fabrication technologies, custom
cryptoprocessors containing tens of thousands of gates can be embedded in

! The MARS team has tweaked the key schedule since this paper was delivered at
Cardis but performance on low-memory processors still appears to be poor



smartcard CPUs. This again ignores the realities of the smartcard industry:
what can be done in theory, and what is economic in the mass market, are
different animals. In particular, we know of no smartcard containing hardware
crypto for symmetric key cryptography with more than 10,000 gates.

4 Smartcard specific security issues

There has been much publicity recently about specialist attacks on smartcards,
and ways in which these can interact with the design of algorithms and pro-
tocols [7]. In this section (which has been significantly expanded in the period
between the conference and the final paper deadline) we will try to deal with
these issues.

The main attacks on smartcards were described in [6] and are based on
microprobing, timing analysis, power analysis and fault induction.

Most fielded attacks that did not exploit a protocol failure or other gross
design flaw started off with an invasive attack on the card using microprobing
techniques [6,18]. Once the card software had been extracted, it was usually
possible to design non-invasive attacks that could be carried out quickly and
with low cost equipment.

One example is the timing attack [16]. Here, one uses the fact that the time
some encryption algorithms take to execute depends on the key, on the plaintext,
or on some intermediate value which can help an attacker derive either the
plaintext or the key. In the AES context, one possible timing attack would be
on the data dependent rotations used, for example, in RC6; most smartcard
processors support only a single bit shift, so a variable shift will typically be
implemented as multiple single bit shifts in a loop. It is possible to design a
constant time implementation, but this imposes a performance penalty.

In the case of Serpent, the number of instructions used to encrypt or decrypt
does not depend on either the data or the key, and even cache accesses cannot
help the attacker as we do not access different locations in memory for different
plaintexts or keys. It follows that timing attacks are not applicable.

The second class of noninvasive attacks, known to the smartcard community
as power analysis and to the military under the codenames ‘Tempest’, ‘Hijack’
and ‘Nonstop’, utilises the fact that many encryption devices leak key material
electromagnetically, whether by variations in their power consumption [17,24]
or by compromising electromagnetic radiation [19].

Two relevant papers were published at the second AES candidate conference.
In the first, Chari et al. report a successful power analysis attack on the 6805
reference code for Twofish, implemented on an ST16 smartcard [14]; this exploits
the key whitening process. In the second, Biham and Shamir observe that if the
Hamming weight of the current data word on the bus can be observed, then the
key schedule of many AES candidate algorithms can be attacked.

This is only the tip of the iceberg. Firstly, different instructions have different
power signatures, and so algorithms where the sequence of executed opcodes is a
function of the data or the key (such as RC6 and MARS) might be particularly



vulnerable. Secondly, the easiest parameter to measure on the typical card using
power analysis appears to be the number of bits on the bus which change polarity
at a given clock edge. This is not quite the same as parity, but given knowledge
of the opcode sequence, it still amounts to about one bit of information about
each data byte. Thirdly, values measured using these techniques are noisy, and
so a real attack is less like simple linear algebra and more like the reconstruction
of a noisy shift register sequence (this may give an advantage to algorithms such
as Serpent where the linear relations in the key schedule are of relatively high
Hamming weight). Fourthly, a number of defensive programming techniques are
being increasingly used as a first line of defence against power analysis: the
computation can be obscured in various ways such as by intercalating it with
a pseudorandom computation. However, these techniques carry a performance
cost — the typical slowdown can vary from two to five times.

Fault induction is the last main attack technique, and typically involves in-
serting transients (‘glitches’) into the clock or power lines to the card in order to
cause targeted instructions to fail. In a typical attack, the power supply might be
reduced to 2V for 40nS either side of the clock edge that triggers a jump instruc-
tion, which in some processors causes the instruction to become a no-op [6]. In
this way, an access control check can be bypassed, or an output loop extended.
This will usually be the preferred attack, but if for some reason the attacker
wants to extract a key directly, then he can reduce the number of rounds in the
cipher progressively and extract the round keys directly [7]. None of the AES
candidates appears to offer much more resistance to this kind of attack than any
other.

The main defences against attacks on smartcards are the concern of electrical
and chemical engineers (e.g., refractory chip coatings, top layer metal grids, glitch
and clock frequency sensors that reset the chip [18]), while secondary defences
include defensive programming techniques that minimise the number of single
instructions which are possible points of failure [6]. We suggest that a useful
assessment of the AES finalists will consist of implementing them using defensive
programming techniques, measuring their performance and doing actual attacks
on them. We believe that as most operations in Serpent use all bits in their
operands actively, as the avalanche is fast and as the code is independent of the
data and the key, Serpent will do well in this exercise.

5 Conclusion

Serpent was engineered to satisfy the AES requirements. It is faster than DES,
and we believe that it would still be as secure as three-key triple-DES against all
currently known attacks if its number of rounds were reduced by half to sixteen.
Using twice the needed number of rounds gives a margin of safety which we
believe to be prudent practice in a cipher with a cover time of a century.
Serpent’s good performance comes from allowing an efficient bitslice imple-
mentation on a range of processors, including the market leading Intel/MMX
and compatible chips. However, the 32-bit performance was not bought at the



expense of imposing penalties on designers of low cost smartcard applications.
The same cannot be said for many other AES candidates: some of them cannot
be implemented on low cost smartcards at all, while many more would impose
such constraints on system developers that they would undermine the goals of
the AES programme.

Further information on Serpent, including the AES submission, the FSE and
AES conference papers, this paper, and implementations in various languages,
can be found on the Serpent home page at:

http://www.cl.cam.ac.uk/"rjal4/serpent.html
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